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This study presents a novel method for implementing the performance prediction of gas turbines from the component models. It is based on solving the non-linear set of equations that corresponds to the process equations, and the mass and energy balances for the engine. General models have been presented for determining the steady state operation of single components. Single and multiple shaft arrangements have been examined with consideration also being given to heat regeneration and intercooling. Emphasis has been placed upon axial gas turbines of an industrial scale. Applying the models requires no information of the structural dimensions of the gas turbines.

On comparison with the commonly applied component matching procedures, this method incorporates several advantages. The application of the models for providing results is facilitated as less attention needs to be paid to calculation sequences and routines. Solving the set of equations is based on zeroing co-ordinate functions that are directly derived from the modelling equations. Therefore, controlling the accuracy of the results is easy. This method gives more freedom for the selection of the modelling parameters since, unlike for the matching procedures, exchanging these criteria does not itself affect the algorithms. Implicit relationships between the variables are of no significance, thus increasing the freedom for the modelling equations as well.

The mathematical models developed in this thesis will provide facilities to optimise the operation of any major gas turbine configuration with respect to the desired process parameters. The computational methods used in this study may also be adapted to any other modelling problems arising in industry.
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NOMENCLATURE

\( A \)  area, \( m^2 \)
\( c \)  absolute velocity of fluid, \( m/s \)
\( c_p \)  specific heat capacity at constant pressure, \( J/(kg \, K) \)
\( c_{0,1,2,3} \)  coefficients for polynomials
\( \text{CHP} \)  combined heat and power production
\( d \)  diameter, \( m \)
\( \mathbf{e}_j \)  \( j \)-th unit vector
\( f \)  summary term
\( f_i \)  \( i \)-th co-ordinate function
\( f_1, \ldots, f_{12} \)  subroutines
\( \mathbf{F} \)  function vector
\( g \)  gravitational acceleration, \( m/s^2 \)
\( g \)  function
\( h \)  specific enthalpy, \( kJ/kg \)
\( h \)  step size, -
\( \text{ICAD} \)  intercooled aeroderivative gas turbine
\( j_H \)  Colburn factor, -
\( k \)  isentropic exponent, -
\( k \)  overall heat transfer coefficient, \( W/(m^2K) \)
\( k \)  relative pressure loss, -
\( l \)  characteristic length, \( m \)
\( L \)  specific amount of air, -
\( \text{LHV} \)  lower heating value
\( m \)  mass, \( kg \)
\( M \)  molecular mass, \( kg/mol \)
\( M \)  number of stages in turbine
\( M \)  torque, \( Nm \)
\( M_1, M_2 \)  local minima
\( n \)  polytropic exponent, -
\( n \)  number of dimensions
\( N \)  rotational speed, \( 1/s \)
\( \text{Nu} \)  Nusselt number, -
\( p \)  pressure, \( Pa \)
\( \text{ppmv} \)  parts per million (volumetric)
\( P \)  power, \( W \)
\( P_{\text{spec}} \)  specific power, \( J/kg \)
\( \text{Pr} \)  Prandtl number, -
\( q \)  specific heat, \( J/kg \)
\( q_i \)  lower heating value, \( J/kg \)
\( q_m \)  mass flow, \( kg/s \)
\( Q \)  heat, \( J \)
\( Q_m \)  molecular heating value, \( J/mol \)
\( r \)  reaction degree, -
\( R \)  specific gas constant, \( J/(kg \, K) \)
\( \text{Re} \)  Reynolds number, -
\( R_u \)  universal gas constant, \( J/(mol \, K) \)
\( s \)  specific entropy, \( J/(kg \, K) \)
\( \text{St} \)  
Stanton number, -

\( T \)  
temperature, K

\( u \)  
circumferential velocity of fluid, m/s

\( u \)  
specific internal energy, J/kg

\( U \)  
internal energy, J

\( v \)  
specific volume, m\(^3\)/kg

\( V \)  
volume, m\(^3\)

\( w \)  
velocity of fluid, m/s

\( w \)  
specific work, J/kg

\( W \)  
work, J

\( x \)  
mole fraction, -

\( x \)  
variable vector

\( x, y \)  
variables

\( y \)  
mass fraction, -

\( Y \)  
surge margin, -

\( z \)  
height, m

\( z \)  
ratio of bearing losses, -

\( \alpha \)  
heat transfer coefficient, W/(m\(^2\) K)

\( \alpha \)  
coefficient, -

\( \beta \)  
characteristic blade setting angle, -

\( \beta \)  
coefficient, -

\( \varepsilon \)  
effectiveness, -

\( \eta \)  
efficiency, -

\( \lambda \)  
coefficient, -

\( \lambda \)  
thermal conductivity, W/(m K)

\( \mu \)  
intake ratio, -

\( \mu \)  
dynamic viscosity, Ns/ m\(^2\)

\( \nu \)  
blade speed ratio, -

\( \pi \)  
pressure ratio, -

\( \Pi \)  
term for pressure ratio, -

\( \rho \)  
density, kg/m\(^3\)

\( \Phi \)  
term for rotational speed, -

\( \Phi \)  
heat rate, W

\( \omega \)  
angular velocity, rad/s

**Superscripts**

\( (k) \)  
number of successive iteration sequence

\( \ast \)  
solution for the set of equations
Subscripts

0,...,9  cycle operation points
0  design state
a  air
a  area
amb  ambient
c  compressor
cc  combustion chamber
cg  combustion gases
c0  cooling air
cr  critical
e  net
fu  fuel
gen  generator
gear  gearbox
h  hydraulic
i,j  sequence numbers
ln  logarithmic
loss  bearing loss
m  mean
mat  material
max  maximum
mech  mechanical
M  mixing
n  axial
p  polytropic
q  heat transfer
ref  reference state
rel  relative to design value
s  isentropic
s  surge
s  stoichiometric
sg  stoichiometric combustion gases
t  total state
t  turbine
t  theoretical
th  thermal
w  work

α  inlet state
1 INTRODUCTION

As long as there has been activities in gas turbine technology - from the very beginning of the 20th century - there has been a need for evaluating performance values of an actual gas turbine engine. Earlier, the methodology for determining the values has been restricted not only by the vague knowledge of, especially, compressible flow, but also the calculus itself. While there has been an immense increase in the theoretical ability to model a gas turbine process, the application for exploiting these theorems still heavily relies on the spirit of a slide rule age. That is, complex routines are characterised by consecutive matching procedures for determining the values, by trial and error. Yet, this task could be accomplished by joining the theoretical elements as a non-linear set of equations, thus providing us with all information needed without having to perform numerous configuration-based iteration routines. This alternative approach is to be demonstrated in this thesis.

A gas turbine is a sophisticated thermal power engine consisting, even in its simplest form, of a compressor, combustion chamber, turbine and a variety of auxiliary devices. While physical properties determine the behaviour of these components, interaction of the components dictates the overall performance of the gas turbine. The elementary evaluation of the gas turbine performance can be conducted at design state conditions. Due to fluctuations of ambient temperature or load, for instance, the operational state rarely complies with these conditions. Therefore, it is necessary to predict the performance of a gas turbine outside design state too, thus forming a foundation for thermal, economic and condition monitoring aspects in gas turbine technology.

This decade was faced with a boom of modelling gas turbine steady state performance. As a result, a variety of methodologies and implementations for predicting the performance of gas turbine cycles have been presented by Ismail et al. [1991], Kim et al. [1994] and Korakianitis et al. [1994a], as well as commercial software packages for performing the analysis, for example GateCycle™. A study utilising this software has been reported by Johnson [1992], for instance. Further considerations on the gas turbine cycle matching process itself have been presented by Wang [1991] and Zhu et al. [1992].
A common denominator for all these concerns is their modular and iterative nature. The component modules are constructed with analytical balance and process equations, and/or with performance characteristics, the matching calculations for these modules being based on an iterative solution process.

A study by Seyedan et al. [1995] presents a simulation procedure for predicting the performance of combined cycle power plants, using given performance characteristics of its main components. The interlinking of the flow diagrams is eventually reduced to the solution of a small set of non-linear equations.

The motivation for this thesis is to prove the feasibility of using multi-dimensional root finding methods, even for common complex gas turbine models. These models are constructed using basic mass and energy balances and process equations, with some of the information being in the form of maps for assessing the behaviour of the prime characteristics (pressure ratio, mass flow and efficiency, for instance) outside design conditions. Whilst the modelling itself is based on common practice, the methodology for determining the operational state from this starting point is new.

The physical phenomena in the gas turbine are assumed not to have any time-dependent variables, so the analysis is based on steady state conditions where all the reactions have reached the equilibrium. Properties vary only with the axial direction of the flow, the model being in this sense one-dimensional. The emphasis in this study has been placed on axial gas turbines of an industrial scale, with general validity being of primary interest.
2 THE GAS TURBINE ENGINE

Gas turbines are thermal power engines having a flow of gas compressed and heated such that during the expansion more work is generated than necessary to maintain the process. Unlike with reciprocating engines, for instance, compression, heating and expansion are continuous and they occur simultaneously.

2.1 General

Most gas turbines are based on the open Brayton cycle with internal combustion. The cycle chart is usually described as a $T,s$-chart or $h,s$-chart, as plotted in Fig. 1. In the basic cycle, Fig. 1.a, air from the ambient atmosphere is compressed to a higher pressure and temperature by the compressor. In the combustion chamber, air is heated further by burning an appropriate amount of fuel in the air flow. Combustion gases expand in the turbine either to near atmospheric pressure (engines producing mechanical energy) or to a pressure required by the jet nozzle (jet engines). In both cases, the gases are discharged into the atmosphere.

(a) (b)

Figure 1. $T,s$-charts of the open Brayton cycles. a) a basic cycle: $\text{a} \rightarrow \text{b}$ compression of air, $\text{b} \rightarrow \text{c}$ burning of fuel, $\text{c} \rightarrow \text{d}$ expansion of combustion gases  b) a cycle with intercooling, heat regeneration and reheat: $\text{a} \rightarrow \text{b}$ 1st compression, $\text{b} \rightarrow \text{c}$ intercooling, $\text{c} \rightarrow \text{d}$ 2nd compression, $\text{d} \rightarrow \text{e}$
In a closed cycle, the working fluid, hydrogen mixed with xenon for instance, is cooled after the turbine and taken to the compressor. Instead of combustion chambers, the heat addition to the cycle is obtained with a heat exchanger, the heat source being, for example, nuclear reactions.

Intercooling can be applied between compressor stages to reduce compression work, hence increasing power of the gas turbine and, to a lesser extent, the efficiency as well. During operation with moderate pressure ratios or, by using intercooling, the efficiency can be drastically increased by transferring heat from the turbine exhaust gas to the compressor discharge air flow (regeneration). This reduces the fuel amount required to heat up the air. However, pressure losses generated by the heat exchanger slightly reduce the power of the gas turbine. Sequential combustion (reheat) between turbine stages increases power, and during operation with high pressure ratios or with applying heat regeneration, efficiency as well. Applying intercooling, heat regeneration and sequential combustion, Fig. 1.1, enables the gas turbine cycle to approach the Ericsson cycle. An ideal Ericsson cycle consists of isothermal compression and expansion processes, combined with isobaric heat regeneration between them. The thermal efficiency of the ideal Ericsson cycle equals to the Carnot efficiency, the maximum efficiency for a thermal power engine operating between two temperature levels.

The rotating components of a gas turbine in stationary service are normally connected to one, two or three shafts. The single shaft arrangement is inherently the simplest form by virtue that its structure has the compressor, turbine and load interconnected. Twin shaft arrangements may have high pressure components rotating as one unit and the low pressure components together with the load as the other. During operation with high pressure ratios, this reduces the risk of axial compressors surging at part-load duty. Another arrangement of twin shaft engines is to have the compressor and the high pressure turbine interconnected as a gas generator and the low pressure turbine with the load as a free power turbine. Compared to single shaft arrangements, this gives added flexibility for part-load operation. However, the risk of overspeeding due to loss of load is evident. Triple shaft arrangements have usually low and high pressure components connected accordingly to low and high pressure shafts, a free power turbine rotating the third shaft with the load.
Industrial scale gas turbines can be divided into two main categories: engines primarily designed for industrial use and gas turbines derived from jet engines. Modifying a jet engine for industrial purposes comprises the installation of a free power turbine to replace the propulsive nozzle. Compared to industrial gas turbines, aeroderivative engines commonly feature a better efficiency and higher power-to-weight ratio resulting from a more sophisticated construction and technology level. With none of the previously mentioned additions (intercooling, sequential combustion and heat regeneration) to the basic cycle, the efficiency may be up to 42 % (LHV) and power up to 50 MW. However, aerotechnology is becoming increasingly adapted in current industrial gas turbine design as well so as to further the utmost efficiencies of the basic cycle to values exceeding 38 % (LHV). Unit sizes and performances of industrial gas turbines have been under constant improvement too, the maximum values currently exceeding 250 MW. Industrial gas turbines mainly apply single and twin shaft configurations.

Gas turbines have a significant role in modern society. In traffic they serve as a mover, besides aeroplanes, on high speed ferries for instance. Power production employs aeroderivative engines, especially for peak load use and reserve power on account of their light weight and start-up capabilities. Industrial and heavy frame gas turbines are more adequate for base load operation in, for example, combined heat and power production. In industry, gas turbines have several applications for mechanical energy generation, for offshore platform use and driving gas compressors, for instance.

2.2 Cycle configurations under study

This study concentrates on three main configurations as illustrated in Fig. 2, all of which are based on the open gas turbine cycle with internal combustion. As the simplest case, Fig. 2.a portrays a single shaft arrangement, typical of industrial and heavy frame gas turbines. Figure 2.b represents the layout of frequently used older aeroderivative applications where the propulsive nozzle has been replaced by a separate power turbine, thus constituting a twin shaft engine. Another configuration of multiple shaft gas turbines may be seen in Fig. 2.c, which was inspired by the Collaborative Advanced Gas Turbine development programme. This programme aims to accelerate the commercial availability of higher efficiency (60+ % LHV), natural-gas-fuelled advanced gas turbines for electric power generating applications in the next decade. An important
intermediate goal of the programme is to develop and demonstrate intercooled aeroderivative (ICAD) gas turbines based on existing high-thrust aircraft engines, thus raising the efficiency of simple cycles up to 45–47 % (LHV).

All of the configurations presented above may be equipped with a heat exchanger as shown in the layouts in Figures 2.d–f, to regenerate the heat from the turbine discharge gas. A plate-fin recuperator of counterflow arrangement has been selected for this model. Cooling the air for turbine blade cooling purposes is optional too, and may be implemented either by the use of water or ambient air. Intercooling between the compressor stages in Figs. 2.c and 2.f can also be accomplished either with water or with ambient air.

Figure 2. Schematics of examined gas turbine configurations for use in utility applications. 
(a) single shaft gas turbine  
(b) twin shaft gas turbine with detached power turbine  
(c) twin shaft intercooled gas turbine, generator typically in high pressure shaft  
(d–f) corresponding engines with heat regeneration
3 REVIEW OF THERMODYNAMICS

The behaviour of gas turbine components can be determined with a few thermodynamic definitions. Yet these basics are frequently overlooked and used without closer consideration of their fundamentals, inducing thus potential risk of misuse. Therefore, these aspects are briefly surveyed in this chapter.

3.1 The perfect gas model

Gas is a composition of randomly moving particles: molecules, atoms, ions and electrons for instance, which all are affected by the ambient electric sphere of activity. These intermolecular forces influence the motion of the particles and hence the thermodynamic properties of gas, since the thermodynamic behaviour is no more than a derivative of the molecular state.

The perfect gas model assumes that the molecular volume of gas, and thereby the mean distances of the particles, is high enough for the intermolecular forces to be neglected. The equation of state is thus, as given by Moran et al. [1993]

\[
p v = R T
\]

Consistent with prevailing policy in gas turbine calculations, the specific gas constant will be used, defined as the ratio of the universal gas constant to the molecular mass of the gas. In comparison with applying the universal gas constant, this results in a significant simplification of the calculation routines.

The perfect gas model can be applied if the temperature of the gas is considerably beyond its critical temperature and the pressure below the critical pressure\(^1\). According to Reynolds [1979], for air for instance, the critical values are 132.5 K and 37.7 bar, for combustion gases \(\text{CO}_2\) and \(\text{H}_2\text{O}\) (from hydrocarbon fuel) 304.2 K, 73.8 bar and 647.3 K, 221 bar, respectively. Hence, pressures and temperatures generally occurring in gas turbine cycles justify the use of the model.

\(^1\) It should be noted that the model must not be applied at a temperature level high enough to enable dissociation reactions in gas, i.e., reduction of molecules into atoms. According to Anderson [1990] however, with atmospheric air for instance, dissociation does not occur at temperatures below 2500 K.
The accuracy of the perfect gas assumption is also reasonably high, the maximum error of pressure for air was detected by Larjola [1982] to be 0.4 % in the pressure range 1–10 bar and 1.9 % in the range 1–50 bar. The temperature range for the calculations was 323–1300 K. Low temperatures and high pressures rarely occur simultaneously in a gas turbine cycle, thus improving the validity of the model.

The combustion gases contain water vapour - as products of combustion and due to humidity. However, the partial pressure of steam is low and temperature high, therefore the perfect gas model can also be applied here.

Specific enthalpy can be defined as by Moran et al. [1993]

\[ h = u + p v \]  \hspace{1cm} (3.2)

According to Gibb’s law, the enthalpy of a gas system at equilibrium can be determined by two independent state variables, temperature and pressure for instance, thus for enthalpy and its derivative

\[ h = h(T, p) \]  \hspace{1cm} (3.3)

\[ dh = \left( \frac{\partial h}{\partial T} \right)_p dT + \left( \frac{\partial h}{\partial p} \right)_T dp \]  \hspace{1cm} (3.4)

According to the perfect gas model, the product of pressure and specific volume vary with temperature only. So also does internal energy and consequently specific enthalpy. The equations above can therefore be simplified to

\[ h = h(T) \]  \hspace{1cm} (3.5)

\[ dh = \left( \frac{\partial h}{\partial T} \right)_p dT \]  \hspace{1cm} (3.6)

The partial derivative which remains is the definition of isobaric specific heat capacity. Hence, the difference of enthalpy for a perfect gas may be expressed as

\[ dh = c_p(T) \, dT \]  \hspace{1cm} (3.7)
According to the First Law of Thermodynamics, the internal energy of a system varies only with energy transfers – work and heat – between the system and its surroundings\(^1\) as

\[ du = \delta q + \delta w \]  
(3.8)

The Second Law states that the entropy of an isolated system either remains constant or increases. The difference of entropy for the system at equilibrium can be classified resulting from heat transfer and dissipation, generated by friction for instance

\[ ds = ds_q + ds_w \]  
(3.9)

Heat and work, which consists of an alteration of volume and frictional resistance, can be defined as

\[ \delta q = T ds_q \]  
(3.10)

\[ \delta w = -p dv + T ds_w \]  
(3.11)

Combining the equations gained from the First and Second Laws gives the Gibb’s equation as

\[ T ds = du + pdv \]  
(3.12)

Differentiating the definition for specific enthalpy yields \( dh = du + pdv + v dp \), enabling the entropy difference from the above equation to be written as

\[ ds = \frac{dh - v dp}{T} \]  
(3.13)

By applying the perfect gas model and substituting \( dh = c_p(T) dT \), the difference of entropy can be further developed to indicate that it varies with both temperature and pressure as

\[ ds = c_p(T) \frac{dT}{T} - R \frac{dp}{p} \]  
(3.14)

All the gaseous substances of a gas turbine cycle - air, combustion gases and fuel gas - are mixtures of components. Yet, the consideration given here applies to gas mixtures as well. The specific properties are thus attained by weighting by the mass fraction of the components, the molecular properties accordingly by weighting by the mole fractions.

\(^1\) Internal energy, \( u \), is a state variable, therefore \( du \) varies only with the initial and end states of the system, not with the process between. Instead, \( \delta q \) and \( \delta w \) vary with the process.
3.2 Total state values

The actual conditions of a flowing gas, defined by pressure and temperature, are referred to as static state, and consequently static pressure, static temperature and static enthalpy. Imagine having the flow decelerated to rest isentropically\(^1\), the conditions thus attained are referred to as total (stagnation) state and total state values, accordingly. Therefore, from the point of view of a gas flow itself, this total state concept is merely imaginary.

Total enthalpy can be defined as by Traupel [1966]

\[
h_t = h + \frac{1}{2} w^2
\]  
\[\text{(3.15)}\]

For a perfect gas, an approximate relation between total enthalpy and total temperature can be derived by integrating the equation \(dh = c_p \, dT\) and assuming that the specific heat capacity is constant. The error thus arising will be minimised using the value for heat capacity at an average temperature of \(\left(\frac{T_i + T}{2}\right)\).

\[
h_t = h + c_p \left(T - T_i\right)
\]  
\[\text{(3.16)}\]

With the definition of total enthalpy Eq. (3.15), the relation between static and total temperature can be established as

\[
T_t = T + \frac{w^2}{2c_p}
\]  
\[\text{(3.17)}\]

The relation between static and total pressures can be obtained by setting the difference of entropy equal to zero in Eq. (3.14) and by integrating the equation thus formulated. Again, the specific heat capacity has been assumed to be constant.

\[
p_t = p \left(\frac{T_t}{T}\right)^{\frac{c_p}{R}}
\]  
\[\text{(3.18)}\]
By combining the two above equations, total pressure can be determined with static state values as

\[ p_t = p \left( \frac{W^2}{2\rho T} + 1 \right)^{\frac{\gamma}{\gamma-1}} \]  

(3.19)

The use of total state values in turbomachinery is reasonable due to their simplification of the calculation, as will be shown next. However, in this thesis the primary goal has been the general validity of the model, therefore the use of total state values has been omitted by presuming that the cycle points are located so that the gas velocity remains low (< 50 m/s). Then static and total states can be approximated as being equal and no information regarding the gas velocities or the structural dimensions of the gas turbines is required.

3.3 The energy balance

The energy balance is the foundation of all thermodynamic flow processes - it is formed using the First Law of Thermodynamics. Consider a differential mass \( dm \) flowing in a steady state flow system bordered by the control volume boundary, as illustrated in Fig. 3. Between the cycle points 1 and 2, mechanical power, \( P \), is introduced into the process and heat, \( \Phi \), is released from it. Pressures \( p_1 \) and \( p_2 \) produce work to the amount of \( (p_1 v_1 - p_2 v_2) \, dm \).

![Figure 3. The energy balance applied to the impeller, \( a \), of a radial compressor.](image)

1 According to Anderson [1990], total temperature and total enthalpy assume only an adiabatic (thermally isolated), not necessarily isentropic process. This does not, however, affect the theorems in this study.
Energy transfer between the control volume and the surroundings consists of heat, mechanical work and volumetric work. Hence, the right-hand side of the equation \( dU = \delta Q + \delta W \) (which applies from the First Law of Thermodynamics) becomes

\[
\delta Q + \delta W = \Phi \, dt + P \, dt + \left( p_1 v_1 - p_2 v_2 \right) dm
\]  

(3.20)

While the co-ordinates are fixed off the system, the alterations in kinetic energy and potential energy have to be taken into account on the left-hand side of the equation \( dU = \delta Q + \delta W \), thus

\[
(u_2 - u_1) \, dm + \left( \frac{w_2^2 - w_1^2}{2} \right) dm + g \left( z_2 - z_1 \right) dm = \Phi \, dt + P \, dt + \left( p_1 v_1 - p_2 v_2 \right) dm
\]  

(3.21)

With the definition of enthalpy \( h = u + pv \), the equation above can be developed to state the energy balance as

\[
P + \Phi = q_m \left( \Delta h + \frac{\Delta w^2}{2} + g \Delta z \right)
\]  

(3.22)

Heat transfer between the gas and the surrounding flow channel remains negligible in turbines and uncooled compressors, therefore the system can be treated as adiabatic with reasonable accuracy. Alterations in potential energy can be omitted as well, allowing the energy balance for compressors and turbines to be presented with total state values simply as

\[
P = q_m \Delta h
\]  

(3.23)

### 3.4 Expansion and compression processes

A universal means of rating processes is to compare the amount of work of an actual process to that of an ideal process. According to Wilson [1988], the reference process for adiabatic compressors and turbines is generally isentropic, thus producing isentropic (or adiabatic) efficiency. Furthermore, as a limit of isentropic efficiency for pressure ratios approaching unity, polytropic (or small stage) efficiency is frequently used.
With the aid of an energy balance, the definition for isentropic efficiency can be presented as

\[ \eta_{sk} = \frac{P_s}{P} = \frac{\Delta h_{ts}}{\Delta h_i} \quad \text{for compression} \quad (3.24) \]

\[ \eta_{st} = \frac{P}{P_s} = \frac{\Delta h_i}{\Delta h_{ts}} \quad \text{for expansion} \quad (3.25) \]

In accordance with the equation for total pressure, for an isentropic process the difference of entropy in Eq. (3.14) may be set to zero. If we then integrate the equation thus obtained, and assume that the specific heat capacity remains constant, the well known equation for isentropic processes is given

\[ \frac{T_2}{T_1} = \left( \frac{P_2}{P_1} \right)^{\frac{k}{c_p}} \quad (3.26) \]

The constant heat capacity assumption is reasonably accurate in this context if it is evaluated at its mean temperature, \((T_i + T_f)/2\). For instance, the error arising due to the use of a constant heat capacity on calculating the end temperature for air remains below 0.01 %, for a pressure ratio of 2.5 and an initial temperature of 423 K.

In multistage compressors and turbines, the isentropic efficiency varies not only with the losses in the process, but also with the pressure ratio. In compressors, the efficiency decreases with an increase in pressure ratio, resulting from the increase in temperature, volume and consequently in the work needed for compression. In turbines, the phenomena occur to the contrary.

The influence of the pressure ratio will vanish on employing the isentropic efficiency for a differentially small process - the polytropic efficiency. According to Eq. (3.13), the enthalpy difference in an isentropic process can be expressed as \(dh = vdp\), therefore the definition for polytropic efficiency can be written as

\[ \eta_{pk} = \frac{dh}{dh_i} = \frac{vdp}{dh} \quad \text{for compression} \quad (3.27) \]

\[ \eta_{pt} = \frac{dh}{dh_i} = \frac{dh}{vdp} \quad \text{for expansion} \quad (3.28) \]
Substituting $dh = c_p \, dT$, applying the perfect gas model and integrating the equations with a constant heat capacity, the expressions for a polytropic process become

$$\frac{T_2}{T_1} = \left( \frac{p_2}{p_1} \right)^{\frac{R}{\tau_p}}$$

for compression \hspace{1cm} (3.29)

$$\frac{T_2}{T_1} = \left( \frac{p_2}{p_1} \right)^{\frac{\eta_{ps}}{\tau_p}}$$

for expansion \hspace{1cm} (3.30)

The specific heat capacity must be evaluated at its mean temperature here, too.

Since the polytropic efficiency is independent of the pressure ratio, it can be applied for comparing gas turbines with different values of pressure ratio. The use of the polytropic efficiency also simplifies the analysis of the gas turbine cycle, since component efficiencies can be fixed while varying the design value for the pressure ratio. As a consequence, the use of the polytropic efficiency instead of the isentropic efficiency should be preferred.

The relation between isentropic and polytropic efficiency can be presented with the following equations

$$\eta_{sk} = \frac{\Delta h_{is}}{\Delta h_i} \approx \frac{\left( \frac{p_{i2}}{p_{i1}} \right)^{\frac{R}{\tau_p}} - 1}{\left( \frac{p_{i2}}{p_{i1}} \right)^{\frac{\eta_{ps}}{\tau_p}} - 1}$$

for compression \hspace{1cm} (3.31)

$$\eta_{st} = \frac{\Delta h_i}{\Delta h_{is}} \approx \frac{1 - \left( \frac{p_{i2}}{p_{i1}} \right)^{\frac{\eta_{ps}}{\tau_p}}}{1 - \left( \frac{p_{i2}}{p_{i1}} \right)^{\frac{R}{\tau_p}}}$$

for expansion \hspace{1cm} (3.32)

The specific heat capacities of the isentropic and the actual process differ slightly causing inequalities in the equations above. However, in practice, this error is small. For instance, compressing air with an initial temperature of 300 K and a polytropic efficiency of 0.85, the use of Eq. (3.31) produces a relative error of 0.1 % with a pressure ratio of 10.
As noted by Wilson [1988], the end pressures in the equations introduced here should agree with the definition of the appropriate efficiency. The pressure may have been taken after the diffuser, for instance. Total state values – or more precisely, total-to-total state values – are frequently applied when the kinetic energy of the gas can be utilized in the next stage. For the opposite case, the static end pressure (total-to-static) is normally applied, but not static end temperature however.
4 GAS TURBINE COMPONENT MODELS

Modelling the design operation of gas turbine components is a simplicity, though not a triviality – principally, it is no more than a synthesis of the thermodynamic principles formerly introduced. Yet, it is also a basis for off-design modelling. The alteration of mass flows, pressure ratios and various losses outside the design state merely determine the transition of the equilibrium from design operation to off-design. This chapter presents an extension of the thermodynamic aspects, with respect to the special features of each component.

4.1 The compressor

The role of the compressor is to increase the pressure of air. The energy transfer into air required in this process is implemented by the rotor, increasing the velocity of air flowing through the rotor passages. In the rotor stage, the increase in pressure is due to a decline in velocity proportional to the rotor blade speed, while in the stator stage the kinetic energy of the gas is converted into a pressure rise. The number of consecutive rotor-stator stages may be in excess of 20 for axial compressors operating with high pressure ratios.

4.1.1 Performance maps

The rotational speed and mass flow of the compressor generally differ from their design value, thus altering the efficiency and pressure ratio produced. For characterisation with compressor maps, these relations may be determined analytically, as given by Attia et al. [1995] for multistage compressors using compressor geometry and the design point data for instance, but are usually acquired from test measurements. Representation of the maps vary – a general, though not universal means, is to plot mass flow and efficiency against pressure ratio – and they may be valid for a definite inlet temperature and pressure only. General validity can be achieved by applying aerodynamic similarities, as by Traupel [1966], or by a dimensional analysis, as by Dixon [1984]. The former is given here, to present all flow conditions of a similar type as one point on a plane.

Consider a multistage compressor of the axial type, the performance map presenting an abscissa of relative mass flow $q_m/q_{m0}$ and ordinates of pressure ratio $\pi$ and efficiency $\eta$, the curve parameter
being the relative speed of rotation $N/N_0$ (the subscript 0 referring to the design values). The aerodynamic similarity between any two operational states will be fulfilled by requiring that relations of flow velocities between the states remain constant throughout the compressor.

The requirement of equality of pressure ratios between the states provides equality of temperature ratios as well, since similar conditions may be assumed to produce similar efficiencies and, within reasonable accuracy, the specific heat capacity can be assumed constant too\(^1\). Denoting the reference state with the subscript $\text{ref}$, therefore, for the temperature ratio, it applies

$$
\frac{T_{i+1}}{T_{i+1\text{ref}}} = \frac{T_i \left( \frac{p_{i+1}}{p_i} \right)^{\frac{R}{\gamma_{i\text{ref}}}}}{T_{i\text{ref}}} = \frac{T_i}{T_{i\text{ref}}}
$$

(4.1)

Due to constancy of pressure and temperature ratios, the relations of densities between the states also remain constant, which based on continuance is an adequate prerequisite for steadiness of velocity ratios, and for aerodynamic similarity.

A typical cross-section of the first stage of a multi-stage axial compressor is illustrated in Fig. 4. No work is transferred by the stator row, so the energy balance for the stator can be applied according to Eq. (3.23) as

$$
\frac{1}{2} c_2^2 = \frac{1}{2} c_3^2
$$

(4.2)

By approximating the finite difference of enthalpy in the form $\Delta h = \bar{c}_p \Delta T$, using the polytropic equation (3.29) and substituting $c_3 = K c_2$, the above equation becomes

$$
\frac{1}{2} c_2^2 (1 - K^2) = \bar{c}_p T_2 \left[ \frac{p_1}{p_2} \right]^{\frac{R}{\gamma_{i\text{ref}}}} - 1
$$

(4.3)

\(^1\) The influence of humidity on the gas constant has been neglected in this context due its insignificance during operation near the standard ambient conditions (15 °C, 101.3 kPa, 60 % relative humidity). However, extreme deviations from these conditions affect, not only the gas constant, but the specific heat capacity as well, thus impairing the accuracy of this presentation.
Figure 4. Typical cross-section of the first stage of a multi-stage axial compressor and the velocity triangles.

Apart from \(c_2\) and \(T_2\), two similar flow conditions have all the above terms equal, so for the relation of the velocities between the states, it follows that

\[
\frac{c_2}{c_{2\text{ref}}} = \sqrt{\frac{T_2}{T_{2\text{ref}}}}
\]  

(4.4)

Based on similarity, the velocity ratio can be substituted for by the velocity ratio at the inlet plane, and based on Eq. (4.1) the temperature ratio can also be substituted for, thus

\[
\frac{c_1}{c_{1\text{ref}}} = \sqrt{\frac{T_1}{T_{1\text{ref}}}}
\]  

(4.5)

The magnitude of the velocity of the incoming flow, \(c_1\), varies with temperature and pressure, whereas its direction varies only with compressor geometry. Figure 4 shows, as an example, that the equality of the velocity ratios \(c_1/c_{1\text{ref}}\) and \(w_1/w_{1\text{ref}}\) applies only if the velocity triangles between the states are similar. This is if and only if \(u/c_1 = constant\). Since the tangential velocity of the rotor blade \(u\) is proportional to the speed \(N\), Eq. (4.5) can be presented as

\[
\frac{N}{N_{\text{ref}}} = \sqrt{\frac{T_1}{T_{1\text{ref}}}}
\]  

(4.6)

Based on continuity, the ratio of mass flows through the compressor can be stated as

\[
\frac{q_m}{q_{m\text{ref}}} = \frac{c_{m1} A_1 \rho_s}{c_{m1\text{ref}} A_1 \rho_{s\text{ref}}}
\]  

(4.7)
The constant $A_1$ is defined as the flow area at the rotor inlet. Due to similarity of the velocity triangles, the ratio of axial velocities $c_{n1}/c_{n1\text{ref}}$ can be substituted for with the ratio $c_1/c_{1\text{ref}}$. Hence, applying Eq. (4.5) and the perfect gas model, the above equation can be presented as

$$
\frac{q_n}{q_{m\text{ref}}} = \sqrt{\frac{T_1}{T_{1\text{ref}}}} \frac{p_1}{p_{1\text{ref}}} = \sqrt{\frac{T_{1\text{ref}}}{T_1}} \frac{p_1}{p_{1\text{ref}}} \tag{4.8}
$$

Equations (4.6) and (4.8) determine the alteration of rotational speed and mass flow due to a change in inlet temperature and pressure so that the efficiency and pressure ratio produced by the compressor remain unchanged. With these equations, the compressor map can thus be generalised to apply for all inlet temperatures and pressures. The rotation term $N/N_0$ and mass flow term $q_m/q_{m0}$ of the original map constitute the reference values $N_{\text{ref}}/N_0$ and $q_{m\text{ref}}/q_{m0}$, into which $N_{\text{ref}}$ from Eq. (4.6) and $q_{m\text{ref}}$ from Eq. (4.8) are to be substituted. As a result, the generalised forms for the terms become

- rotational speed ($\Phi$)
  $$
  \frac{N}{N_0} \sqrt{\frac{T_1}{T_{10}}} \quad (\frac{N}{\sqrt{T_1}} \text{ relative to design value})
  $$

- mass flow
  $$
  \frac{q_m}{q_{m0}} \sqrt{\frac{T_1}{T_{10}}} \frac{p_{10}}{p_1} \quad (\frac{q_m}{\sqrt{T_1}} \text{ relative to design value})
  $$

Figure 5 presents, as an example, one form of mass flow and efficiency maps for an axial compressor with a design pressure ratio of 6, as given by Traupel [1966]. Instead of the actual pressure ratio, the ordinate axis has the term $\Pi$, thus enabling the use of the maps for other pressure ratios as well.

$$
\Pi = \frac{\pi - 1}{\pi_0 - 1} \tag{4.9}
$$

The form of the maps is heavily influenced by the design criteria of the compressor. One vital factor is the distribution of velocities in the flow passages and, consequently, the reaction degree of the compressor stages which is defined as the ratio of the isentropic enthalpy rise in the rotor to the isentropic enthalpy rise summed up in the rotor and in the stator. According to Korakianitis et al. [1994b] for instance, an axial compressor with the reaction degree of approximately 0.5, has usually a higher maximum efficiency than a compressor with a higher reaction, but the decline in efficiency outside the optimum is more significant.
The prospective application of a gas turbine affects the choice of the design operating point on the compressor maps. The performance may be characterised by frequent part-load duty, hence justifying that the design values be located rather outside than at the optimum efficiency, as in Fig. 5. However, the transition of the operating point can easily be taken into account by dividing all the original terms of the map (the rotational term, pressure ratio, mass flow and efficiency terms) by the values gained from the new operating point.

From the point of normal operation in a gas turbine, the compressor maps feature two regions, separated by a surge line, as plotted by a dashed line in Fig. 5. With operating points far away from this line, normal operational conditions may be assumed to prevail. On approaching this surge limit at high speeds, the operation of the compressor becomes unstable. The compressor eventually surges with a further increase of pressure.

At the design conditions, all the compressor stages operate at the correct incidence (as determined by $u/c_{n1}$ in Fig. 4). When moving towards the surge line, during design speed operation for instance, the density at the compressor exit will be increased due to the increase in discharge pressure while the mass flow will be reduced. This will reduce the axial velocity in the last stage.
and correspondingly increase the incidence, thus causing the rotor blade to stall. Surging\textsuperscript{1} is triggered by this stalling of the last stage, and subsequently cascading a stall back through the compressor.

Surging causes the mass flow to collapse and induces vibration that strains or even damages the construction. Therefore, the stable operation of the compressor is vital and the operating point is controlled so as not to move too close to the limit. The surge margin is defined with a pressure ratio at the surge line $\pi_s$, this being a function of the rotational term. The minimum value allowed for the surge margin is usually 0.1–0.2.

\[
Y = \frac{\pi - \pi_s}{\pi} = \frac{\Pi_s(\pi_0 - 1) + 1 - \pi}{\pi} \quad (4.10)
\]

The choking of flow is also featured on compressor maps. Decreasing the pressure ratio at normal operating conditions will, down to a certain limit, increase the mass flow and, consequently, the gas velocity. The maximum value of the mass flow parameter ($q_m\sqrt{T_i/p_1}$) will be reached at a pressure ratio which produces choking conditions. Choking refers to when the gas reaches sonic velocity at the limiting flow area in the compressor. In Fig. 5 for example, this can be seen by the constant speed parameter ($N/\sqrt{T_i}$) curves turning vertical. Extra mass flow through the compressor can then be gained only by higher speeds\textsuperscript{2}. Choking is not harmful for the compressor in any way. However, the operating zone of gas turbines normally lies in the region of unchoked conditions for the sake of better efficiency.

### 4.1.2 Variable compressor geometry

Modern gas turbines implement two load control schemes: affecting the turbine inlet temperature and, consequently, power via the fuel flow, and altering the air flow via adjustment of the compressor inlet guide vanes. Combining the methods for power reduction normally incorporates the correspondence of the opening angle of the blades and power, down to a certain power limit, thus reducing the mass flow and the pressure ratio (and to some extent, the efficiency). As a

\textsuperscript{1} True surging occurs only at high speeds. At low speeds the density will be lower than the design value. However, the mass flow generally falls off more rapidly, thus causing the axial velocity in the first stages to decrease and, correspondingly, the incidence to increase. As a result, at low speeds the front end of the compressor stalls – without normally causing surge.

\textsuperscript{2} This additional mass flow will be limited by the ability of the diffuser area to accept the flow.
consequence of this, the air-to-fuel ratio remains favourable considering the formation of nitrous oxides and carbon monoxides on part-load operation as well. The turbine outlet temperature can also be held constant, which contributes to the operation of the heat recovery cycle after the gas turbine. By applying the variable compressor characteristics, the decrease in turbine inlet temperature on part-load operation will be reduced, thus improving part-load efficiencies of the gas turbine – despite the decrease in the pressure ratio.

Typical for modern gas turbines, 1–4 of the first compressor stages are equipped with adjustable stator cascades. The control mechanism of these blade rows is usually interconnected, so that the influence of the inlet guide vane control can be taken into account with maps that correspond to the characteristic blade setting angle, denoted here as $\beta$. In practice, satisfactory results can be expected to be gained using maps presented for three values of $\beta$ only, selected to cover the expected area of variation. However, increasing the number of interpolation points is recommended. Hence, the terms for the mass flow and the efficiency of the compressor become functions of three variables: $\Phi$, $\Pi$ and $\beta$.

### 4.1.3 The use of simplified models

The overall performance of gas turbines is dominated by the compressor behaviour, therefore modelling gas turbine performance should always be primarily based on actual compressor characteristics. For most modern gas turbines on the market however, the component maps are proprietary to the manufacturers and are not published.

Some simplified methods have been suggested to approximate the compressor behaviour outside design conditions, see Morchower [1995], for instance. However, without the information of compressor geometry, some vital performance data, such as the influence of variable stator blades or the surge margin, will be lost. For this reason, these methods should never be the first choice.
4.2 The combustion chamber

On operation between two pressure levels, the difference of enthalpy available to the turbine increases with an increase in the turbine inlet temperature. It is this distinct physical phenomenon that renders possible the operation of the gas turbine, and combustion chambers are used to execute this increase in temperature by burning fuel in the air flow. Aeroderivative engines use several combustion chambers of the can-annular type, whereas gas turbines of industrial design may be equipped with one or two chambers of the silo type instead. An alternative is to have numerous burners placed next to each other in one annular chamber.

Burning hydrocarbon based fuel - natural gas or fuel oil, for instance - produces mainly water vapour and carbon dioxide as emissions, but also nitrous oxides (NO\textsubscript{x}), carbon monoxides (CO) and non-combusted hydrocarbons (HC). Apart from steam, all these emissions either pollute the air or accelerate the greenhouse effect. While the formation of carbon dioxide is inevitable due to combustion reactions, the quantities of NO\textsubscript{x}, CO and HC compounds can be affected by combustion technology.

In conventional combustion chambers, the fuel was brought in, mixed with air and burnt with a diffusion flame simultaneously, thus inducing locally high temperatures and consequently nitrous oxides. The emission level of nitrous oxides with this type of combustion was generally to the magnitude of hundreds of ppmv. Until this decade, the primary means of reducing the NO\textsubscript{x} emissions has been injecting water or steam into the combustion chamber, or using selective catalytic reduction. However, due to stringent environmental legislation, the emissions from gas turbines have become one significant design and marketing criterion producing new concepts for combustion processing. One approach is to have the fuel and air premixed prior to the combustion zone, combined with a lean air-to-fuel ratio and, therefore, lower temperature. Another application supplies fuel and air in three consecutive steps.

Advanced combustion chamber and burner technologies decrease the amount of nitrous oxides, as well as carbon monoxides and hydrocarbons, to a fraction of the conventional emissions level over a wide operational range of the gas turbine. This corresponds nearly 100 % combustion during part-load operation as well, since the amount of CO and HC emissions is inversely proportional to the efficiency of combustion. From the point of view of thermodynamic operation, combustion
reactions in modern gas turbines can thus be assumed ideal with reasonable accuracy over the majority of the operational range.

As an outcome to the foregoing discussion, the simplifications for the combustion chamber model in this study are as follows: The combustion chamber is considered adiabatic and hermetic. The combustion reactions are assumed ideal, thus the burning of hydrocarbons produces only carbon dioxide and water vapour, not carbon monoxide or non-combusted hydrocarbons. Small amounts of sulphur (from biogas, for instance) produce sulphur dioxide. Due to extremely low emissions of nitrous oxides, their formation is neglected.

In this model, the fuel may be selected from among fuel oil, natural gas, biogas or a mixture of chemical compounds. The set of components available consists of CH$_4$, C$_2$H$_6$, C$_3$H$_8$, C$_4$H$_{10}$, C$_5$H$_{12}$, C$_2$H$_4$, C$_2$H$_2$, C$_6$H$_6$, CO, CO$_2$, H$_2$, O$_2$, N$_2$, H$_2$O and H$_2$S presented by their mass or volume fractions. However, the composition must be determined by its chemical structure since elementary analysis itself does not enable the definition of heat capacities or heating values, for instance.

Combustion gases (referred to with the subscript $cg$) consist of products from stoichiometric combustion ($sg$) and the excess air ($a$) that is not participating in combustion reactions. Representing the amount of air required by stoichiometric combustion as $L$ [kg air/kg fuel], the energy balance for the combustion process may be applied as shown in Fig. 6. According to the standard ISO 2314: Gas turbines - Acceptance tests, the reference temperature is chosen to be +15 °C. The amount of air for cooling purposes has been referred to with the subscript $co$.

![Figure 6. The energy balance of a combustion chamber.](image)
According to the above figure, the amount of fuel for combustion can be determined as

$$q_{fu} = (q_{ma} - q_{mco}) \left( \frac{h_{\eta 4} - h_3}{q_i + h_{fu} - (L+1)h_{\eta 4} + Lh_4} \right)$$  \hspace{1cm} (4.11)

The mass fraction of stoichiometric gases exiting the combustion chamber is

$$y_{cc} = \frac{(L+1)q_{fu}}{q_{ma} - q_{mco} + q_{fu}}$$  \hspace{1cm} (4.12)

According to the energy balance, the calculation of combustion chambers should be executed with total state values. Yet, applying static state values does not affect the validity of the model since the flow velocities in the combustion chambers are low.

4.3 The turbine

Combustion gases expand in the turbine producing mechanical energy. The velocity of the gas flow is accelerated in the stator passages by the pressure gradient, and this kinetic energy is then converted into mechanical work in the rotor stages. Due to an increase in velocity proportional to the rotor blade speed, the pressure generally decreases in the rotor stages too. The number of consecutive stator-rotor stages in the axial turbines is usually 2–5.

Turbine inlet temperature has a crucial influence on the efficiency and specific power (thermal power divided by air mass flow at compressor inlet) of the gas turbine. Consequently, the development of gas turbines has been marked by striving towards higher turbine inlet temperatures\(^1\). Principally, the increase in temperature comes from improvements in materials technology introducing more heat resistant alloys, single-crystal structures and advanced coatings, as well as from advanced cooling techniques. As a result, the recent decades have seen an average of 20 °C annual increase in maximum inlet temperatures, currently placing turbine inlet temperatures in modern gas turbines in the range of 1500 K to 1800 K.

---

\(^1\) Instead of increasing turbine inlet temperature, the efficiency of a gas turbine can also be improved by applying sequential combustion. One recently re-discovered implementation is to have two consecutive combustion chambers coupled by a single turbine stage.
4.3.1 Turbine cooling

Cooling turbine stages lowers the surface temperature of the blade material, thus enabling an immense increase – by hundreds of degrees Celsius – of turbine inlet temperature\(^1\) with no reduction of the life span due to high-temperature creep or oxidation. Usually cooling air is first conducted through complex passages inside the blade, thus transferring heat by convection. The air exits through the surface of the blades, constituting a boundary layer that further cools and protects the blade from the hot combustion gases (film cooling). Due to high thermal stress, jet impingement cooling is often provided at the inside surface of the leading edge, thus cooling air coming up directly against the wall.

In addition to the first few turbine stages, cooling is normally applied to the annular walls of the hot gas path, and to the transition piece between the combustion chamber and the turbine as well. The total amount of cooling air is, in that case, typically 6–10 % of the total air mass flow entering the compressor.

The cooling of the hot-section alloys can be boosted, for instance, by cooling the compressor discharge air. Instead of air, steam has been utilised, especially for the stationary parts, to increase the cooling effect due its higher value of specific heat capacity. However this option is not included in this model.

The cooling air entering the flow region of the turbine lowers the average temperature of the combustion gases, and lowers the turbine efficiency due to the disturbance of the flows. Nevertheless, these disadvantages are offset by the increase in the maximum temperature – the combustion chamber exit temperature – in the optimum design.

Turbine inlet temperature is frequently determined according to the ISO 2314 standard. All cooling air is thus assumed to mix with the air prior the combustion chamber, consequently lowering the ISO-based turbine inlet temperature compared to the actual turbine inlet temperature\(^2\) (average temperature of the combustion gases before the first stator stage). Another method presented by Traupel [1966] for estimating the influence of turbine cooling assumes the cooling air

---

\(^1\) Manufacturers usually control the rotor inlet temperature of the first stage. Correspondingly, when a turbine is cooled, it enables a higher gas temperature to be used which is achieved by burning more fuel.

\(^2\) The actual turbine inlet temperature is lower than the temperature of the combustion gases at the combustion chamber exit. This is due to cooling of the transition piece between the combustion chamber and the turbine.
to be mixed with the combustion gases before the turbine. Although the use of ISO-based turbine inlet temperatures for rating gas turbines is far more common and requires no information of the cooling air rate at this stage\(^1\), the method of Traupel has been selected for this model. It enables changes in cooling air mass flow rate outside design operation to be taken into account as well. For demonstrative purposes however, the ISO-based turbine inlet temperature will be calculated in this model too.

According to Larjola [1982], for estimating the cooling air mass flow in an off-design region, the ratio of the compressor exit stagnation pressure to static pressure at the first turbine stage exit is usually high enough to justify the use of an equation for overcritical (choked) jet flow. Therefore, for the ratio of the cooling flows, applying only static values yields

\[
\frac{q_{m_{co}}}{q_{m_{co0}}} = \frac{p_2}{p_{20}} \sqrt{\frac{T_{20}}{T_2}}
\]  (4.13)

A recent study by Kim et al. [1995] has shown the benefits of coolant flow rate modulation in minimising the part-load efficiency degradation of gas turbine engines by reducing the losses caused by over-cooling turbine blades. It has not been used in this model, however.

According to the energy balance, the enthalpies corresponding to the ISO-based turbine inlet temperature and temperature by Traupel, denoted consequently as \(T_{4ISO}\) and \(T_{4M}\), can be presented as

\[
h_{4M} = \frac{(q_{ma} - q_{mco} + q_{m_{fu}}) h_4 + q_{m_{co}} h_{co}}{q_{ma} + q_{m_{fu}}}
\]  (4.14)

\[
h_{4ISO} = \frac{q_{ma} h_3 + q_{m_{fu}} (q_{i} + h_{fu})}{q_{ma} + q_{m_{fu}}}
\]  (4.15)

In accordance with Eq. (4.12), for the mass fraction of stoichiometric combustion gases after cooling, it follows that

\[
y = \frac{(L+1) q_{m_{fu}}}{q_{ma} + q_{m_{fu}}}
\]  (4.16)

\(^1\) Upon computation, the cooling air rate would be taken into account in determining the fuel flow.
Due to pressure losses, the pressure of the cooling flow and that of the combustion chamber exiting gas have both decreased. From the point of view of this model, the difference of these pressure losses is insignificant, and they have been assumed equal here. In practice, the pressure of the cooling flow must nevertheless be higher in order to facilitate the mixing of the flows. The use of booster fans may thus be necessary.

4.3.2 Turbine mass flow characteristics and the ellipse law

Turbine off-design performance can be accurately modelled - according to compressors - either with the use of turbine maps, or by calculating it on the grounds of turbine geometry as presented by Horlock [1985] and Schobeiri et al [1992] for instance. Since the availability of either is often poor, an approximation of the mass flow through the turbine is implied in accordance with Traupel [1966]. This gives reasonably good correspondence, especially for multi-stage axial turbines near the design conditions. Using the ellipse law, universal applicability of the model can also be preserved.

Firstly, let us examine the general speed characteristics of an axial flow turbine. According to compressor maps, pressure ratio is usually plotted against the mass flow parameter \( q_m \sqrt{T_4/p_4} \) for lines of the constant speed parameter \( N/\sqrt{T_4} \). The subscript 4 here denotes turbine inlet conditions. Increasing the pressure ratio will increase the mass flow up to a certain limit. The maximum value of \( q_m \sqrt{T_4/p_4} \) will be reached at a pressure ratio which produces choking conditions at some point in the turbine. Usually, choking occurs in the stator nozzle blades or inlet casing. In this case the constant speed lines converge to a single vertical line, as indicated in Fig. 7. The separation of the lines is typically moderate in the unchoked region of operation. Furthermore, increasing the number of stages will decrease the effect of speed on the mass flow, and make the representation of the mass flow characteristics by a single curve more accurate.

---

1 If choking occurs in the rotor blade passages or in the annulus at the outlet from the turbine, the maximum mass flow will vary slightly with \( N/\sqrt{T_4} \).
To derive the ellipse law, consider an axial turbine with an infinite number of stages operating between points 4 and 5. Values for a single (arbitrary) stage exit will be referred to with the subscript $i$. Based on continuity, the mass flow through the stage can be written as

$$ q_m = \frac{A_i c_{mi}}{v_i} \quad (4.17) $$

The ratio of the axial velocity to the (theoretical) velocity difference in the isentropic jet expansion defines the intake ratio $\mu_i = c_{mi}/\Delta c$. This varies with the blade geometry and flow conditions. Using the energy balance, the difference in velocity may be expressed with the isentropic enthalpy change as $\Delta c = \sqrt{2\Delta h_i}$, thereby Eq. (4.17) can be further manipulated as

$$ \frac{q_m^2}{2 \mu_i^2 A_i^2} = \frac{\Delta h_i}{v_i^2} \quad (4.18) $$

According to Eq. (3.13), for infinitely small variations, the differential $dh_i = v \, dp$ applies. Consequently, for small pressure changes, this relation can be approximated as $\Delta h_i = v \Delta p$. Additionally, assuming the specific volume to remain constant throughout the stage ($v_i \approx v$), Eq. (4.18) becomes

$$ \frac{q_m^2}{2 \mu_i^2 A_i^2} = \frac{\Delta p}{v} \quad (4.19) $$
Suppose that expansion along the turbine conforms to a polytropic process, for which the equation of state can be presented as \( p v^n = \text{constant} \). A relation between turbine inlet state and the actual state can thus be established as \( v = v_4 \left( \frac{p_4}{p_0} \right)^{\frac{1}{n}} \). Substituting this into Eq. (4.19), denoting the ratio of \( p \) to \( p_4 \) as \( \pi \), and the change in \( \pi \) as \( \Delta \pi \), where \( \Delta \pi = \Delta p/p_4 \), yields

\[
\frac{q_m^2}{2 \mu \pi^2 A_i^2} = \frac{p_4}{v_4} \frac{1}{\pi^n} \Delta \pi
\]  
(4.20)

This equation applies for all turbine stages, thus summing up the equations for all the stages results in

\[
q_m^2 \sum \frac{1}{2 \mu \pi^n A_i^2} = \frac{p_4}{v_4} \sum \left( \frac{1}{\pi^n} \Delta \pi \right)
\]  
(4.21)

Having assumed that the number of stages is high and therefore the pressure change per stage low, the summation on the right hand side of the equation may be approximated with an integral

\[
\sum \left( \frac{1}{\pi^n} \Delta \pi \right) \approx \int_{\pi = \frac{p_5}{p_4}}^{\pi = 1} \frac{1}{\pi^n} d\pi = \frac{n}{n+1} \left[ 1 - \left( \frac{p_5}{p_4} \right)^{\frac{n+1}{n}} \right]
\]  
(4.22)

Furthermore, replacing the intake ratio for one stage with an appropriate term that represents the whole turbine and applying the perfect gas model, Eq. (4.21) can be presented in the form

\[
\frac{q_m^2}{\mu} \sum \frac{1}{2 A_i^2} = \frac{n}{n+1} \frac{p_4^2}{R T_4} \left[ 1 - \left( \frac{p_5}{p_4} \right)^{\frac{n+1}{n}} \right]
\]  
(4.23)

The equation thus obtained applies for all conditions. Expressing it for two states, the other having design values (subscript 0) and dividing the equations hence formulated, an ellipse-law-like representation for the relative mass flow through the turbine is obtained

\[
\frac{q_m}{q_{m0}} = \frac{\mu}{\mu_0} \sqrt{\frac{R_0}{R}} \frac{p_4}{p_{40}} \sqrt{\frac{T_{40}}{T_4}} \sqrt{\frac{n_0(n_0+1)}{n(n+1)}} \left[ 1 - \left( \frac{p_5}{p_4} \right)^{\frac{n+1}{n}} \right] \left[ 1 - \left( \frac{p_{50}}{p_{40}} \right)^{\frac{n_0+1}{n_0}} \right]
\]  
(4.24)
Except for the special case of a change in the type of fuel, the variation of the gas constant for the combustion gases is usually negligible. Therefore, the consideration of the term $R_0/R$ in Eq. (4.24) is omitted.

**The influence of turbine efficiency**

Due to alterations in flow conditions, the exponent for polytropic expansion $n$ does not remain constant throughout the turbine even though Eq. (4.22) assumes it so as to enable the integration. This does not however exclude the consideration of turbine efficiency and consequently the polytropic exponent differing between the states.

According to the equation $p v^n = \text{constant}$, for a polytropic process $p \propto (1/v)^n$. From Eq. (3.30) it may be seen that $p \propto T^{\tau_p/[\epsilon R\eta_p]}$. As for a perfect gas $v \propto T/p$, the relationship between polytropic efficiency and the exponent can be established as follows

$$p \propto \left(\frac{1}{v}\right)^n \propto \left(\frac{p}{T}\right)^n \propto \left(\frac{p}{R\eta_p \tau_p}\right)^n \propto \left(\frac{\tau_p^{\tau_p-R\eta_p}}{\tau_p}\right)^n \Rightarrow n = \frac{\tau_p}{\tau_p-R\eta_p} (4.25)$$

The behaviour of the turbine is dominated by its first stages, which can be noticed from the diminishing sums towards the end stages in Eq. (4.23) as well, due to the increasing cross-section of the flow passages. The value for the polytropic exponent in the ellipse law should therefore be selected on account of the front end of the turbine. In this context, no variation of the polytropic efficiency along the turbine is assumed, thus stage efficiencies are all alike and equal to the polytropic efficiency of the whole turbine.

The variation of the exponent in the operational region is insignificant, and so is its influence on the mass flow as given by Eq. (4.24). For instance, simultaneous changes in turbine inlet temperature from the design value of 1500 K to 1000 K, in polytropic efficiency from 0.85 to 0.70 and in pressure ratio from 6 to 4 correspond to a change in the exponent from 1.24 to 1.21. In this case, substitution for the exponents for both states in Eq. (4.24) with the commonly used value of 1.3 will have an influence of only 0.3 % on the calculation for the mass flow. Therefore, the

---

1 Combustion of fuel oil, and combustion gases with 80 mass-% of excess air was assumed.
consideration of the polytropic exponents is omitted in this model and the value of 1.3 is used universally.

**The influence of rotational speed**

The intake ratio, as well as efficiency, of an axial turbine stage vary with geometry and flow conditions – Traupel [1966], for instance, has presented variations of these terms as a function of blade speed ratio. For an axial flow turbine, it is defined as the blade speed at its mean height divided by the velocity equivalent of the isentropic enthalpy drop across the turbine stage \( v = u / \sqrt{2 \Delta h_s} \). The change in the intake ratio for a single stage and consequently for the whole turbine is small, hence the term \( \mu / \mu_0 \) has been excluded in this model. In practice the effect of rotational speed on the mass flow is determined by the reaction degree of the turbine, defined – according to the compressor – as the ratio of the isentropic enthalpy rise in the rotor to the isentropic enthalpy rise summed up in the rotor and in the stator. According to Wilson [1988], for impulse turbines having the enthalpy decreased in the stator only, the speed has little effect on the mass flow. For commonly used turbines with the reaction degree of approximately 0.5, it is more significant.

**The influence of stage number**

In previous considerations, the number of turbine stages has been assumed to be infinitely high. Normally the number of stages is below 5, thus impairing the accuracy of the ellipse law. Turbines having a finite number of stages may also be affected by choking of the flow due to an increase in pressure.

To estimate the magnitude of the stage number effect, consider the mass flow through a single-stage turbine. Decreasing the number of stages increases the pressure drop per stage (for similar initial and end states), so the enthalpy change in Eq. (4.18) can no longer be expressed with the specific volume and pressure drop. According to Eq. (3.7), the expression \( \Delta h_s = \tilde{c}_p (T_4 - T_{3s}) \) is used instead, with the specific heat capacity evaluated at its mean temperature. The order of the temperatures is reversed so as to retain the positive enthalpy change in accordance with Eq. (4.18).
According to Eq. (4.25), the term \( \frac{R \eta_p}{\overline{c}_p} \) in the polytropic equation (3.30) equals \( (n - 1)/n \), thus for a polytropic expansion process \( T \propto p^{(n-1)/n} \). For an isentropic process, a term that corresponds to \( n \) is denoted as \( k \). Varying with temperature, it may be evaluated by setting \( \eta_p = 1 \) in Eq. (4.25). The equation for enthalpy change can thus be developed to be

\[
\Delta h_c = \overline{c}_p \left[ T_4 \left( 1 - \left( \frac{p_5}{p_4} \right)^{\frac{k-1}{k}} \right) \right]
\]

Using the assumption of a polytropic process, the specific volume at the turbine exit can be expressed with initial state values of \( v_5 = v_4 \left( \frac{p_5}{p_4} \right)^{\frac{1}{n}} \). With the above equations, Eq. (4.18) can be generated to present the mass flow through the turbine as being

\[
\frac{q_m^2}{2 \mu^2 A_5^2} = \frac{\overline{c}_p \left( p_5 \right)^2}{v_4^2} \left( \frac{p_5}{p_4} \right)^n \left[ 1 - \left( \frac{p_5}{p_4} \right)^{\frac{k-1}{k}} \right]
\]

On account of the perfect gas model, \( T/v^2 \) equals \( \left( p/R \right)^2 l/T \), and for an isentropic process \( R/\overline{c}_p \) equals \( (k - 1)/k \). The term \( \overline{c}_p T/v^2 \) from Eq. (4.27) can thus be replaced by \( k/(k - 1) \left( p^2/(RT) \right) \). An expression for relative mass flow outside design operation can be established with this equation, by applying it for two states – the other having design values – and dividing the equations according to the procedure for the ellipse law. Terms for the intake ratio have been excluded accordingly and a value of 1.3 for polytropic exponent \( n \) has been used for both states. For the corresponding term \( k \) for an isentropic process, a value of 1.4 is chosen.

\[
\frac{q_m}{q_{m0}} = \frac{p_4}{p_{40}} \frac{\sqrt{T_{40}}}{T_4} \left[ \left( \frac{p_5}{p_4} \right)^n \left[ 1 - \left( \frac{p_5}{p_4} \right)^{\frac{k-1}{k}} \right] \right] = \left( \frac{p_{50}}{p_{40}} \right)^n \left[ 1 - \left( \frac{p_{50}}{p_{40}} \right)^{\frac{k-1}{k}} \right]
\]
Assuming isentropic flow, the exponents $n$ and $k$ may be set equal to each other and the equation applies for adiabatic jet flow\(^1\) as well, as presented by Traupel [1966]. As a prerequisite, unchoked conditions are nevertheless required.

For gas flowing through a converging nozzle, the velocity of the flow at the throat will reach the speed of sound when the ratio of total pressure at the nozzle inlet to static pressure at the outlet has attained a value of $p_t/p = [(n+1)/2]^{(n-1)/n}$. Designated as the critical pressure ratio, this is the limit for the flow reaching choking conditions: with a further increase in pressure ratio, the flow velocity does not exceed the speed of sound at the throat. The precondition for a turbine with $M$ stages to avoid choking of the flow is that pressure ratios at no stage will exceed the critical pressure ratio. Supposing all pressure ratios and polytropic exponents of actual turbine stages are equal, then the critical pressure ratio for the whole turbine would be the $M$:th power of the pressure ratio for the single stage. In practice, the pressure ratios vary between the stages, thus decreasing the value for the critical pressure ratio. According to Traupel [1966], increasing the reaction degree for the turbine stages has an increasing effect on the critical pressure ratio.

For an impulse turbine with a single stage, the critical pressure ratio is 1.832. A decrease of 15 % from this value will produce a difference of 7.3 % when comparing the results obtained with the ellipse law to the results given by Eq. (4.28). According to Traupel [1968], results converge rapidly when the number of stages and the reaction degree increases. Therefore the ellipse law can be used, for instance, in the modelling of the operation of a typical three stage turbine with reasonable accuracy.

Using the ellipse law does not enable the consideration of choking on actual gas turbines with a limited number of stages. However, from the point of normal operation, this is rather insignificant since gas turbines are generally designed to operate with unchoked conditions.

---

\(^1\) One method of deriving the ellipse law is to examine a turbine with sequential impulse stages and to consider each stator passage as an adiabatic nozzle, as shown by Horlock [1985]. The kinetic energy from the nozzles is assumed to be transformed into mechanical work prior to the next stage, thus excluding the need for considering the energy of the incoming flow stage by stage. Fundamentally, the kinetic energy of the incoming flow may be supposed to pass through the turbine stage by stage for instance, having no influence on the calculation. In practice the velocity of the incoming flow however varies by stage, therefore deteriorating the assumption.
Resulting from the considerations given above for multi-stage turbines of the axial type, the variation of the mass flow outside design conditions can be modelled with the well-known ellipse law:

\[
\frac{q_m}{q_{m0}} = \frac{p_4}{p_{a0}} \sqrt{\frac{T_{a0}}{T_4}} \left[ 1 - \left( \frac{p_5}{p_{40}} \right)^{\frac{n+1}{n}} \right] \left( \frac{p_{50}}{p_{a0}} \right)^{\frac{n+1}{n}} \quad n = 1.3
\]  \quad (4.29)

For gas turbines with two consecutive turbines for instance, this ellipse law has to be applied separately for both turbines.

4.3.3 The efficiency map

The variation of the turbine efficiency outside design operation is significant and it is usually presented – similarly to the compressors – with maps. A general manner of representation is to plot efficiency against speed using various values for pressure ratio as the curve parameter. As an example, Fig. 8 illustrates a map presented by Traupel [1966] for a typical axial turbine. The abscissa of the map represents a rotational term \( \Phi = N/N_0 \sqrt{T_{a0}/T_\alpha} \) as a derivation from the blade speed ratio, the curve parameter being a universal term for pressure ratio as \( \Pi = (\pi - 1)/(\pi_0 - 1) \) to enable the use of the map regardless of the design pressure ratio. The ordinate axis has been transformed to present isentropic efficiency relative to the design value. The subscript \( \alpha \) refers to the inlet state of the turbine.
4.4 Heat exchangers

The efficiency of a gas turbine can be improved by utilising the heat from the turbine exhaust gas to heat up the compressor discharge air. The greater the temperature difference between the gas flows is, the better are the conditions for the heat exchangers to operate. Thus, employing heat regeneration is at its best with low pressure ratios and high turbine inlet temperatures.

Cooling the air, either during (or before) the compression, will increase especially the net energy available by reducing the work required for compression. While little gain in efficiency can be expected with connecting the intercooler to the basic (non-regenerated) cycle, the primary purpose for intercooling - along with the power increase - may be seen as the rise in the economically viable pressure ratio in the regenerative cycle by increasing the temperature difference between the gas flows. This will in turn benefit the efficiency and restrict the component sizes.

The third application for heat exchangers in this model arises from the desire for cooling the air that further cools the transition piece between the combustion chamber and the turbine, and the turbine blades themselves. This decreases the amount of air required for cooling purposes for the same firing temperatures, consequently increasing the compressor discharge air participating in the combustion process and improving the efficiency – or vice versa: it allows higher firing temperatures for the same gas turbine metallurgy thereby increasing the efficiency.
Based on the heat transfer phenomena, the heat exchangers used in regeneration may be classified as either recuperators or regenerators. While regenerators have a heat exchanger matrix exposed to either of the flows in turn, in recuperators air and combustion gases flow along their own passages and heat is transferred through the separating walls. A further classification of recuperators is based on the separating walls being of tubular and plate types. The principal arrangement of the flows may be against each other (counterflow), orthogonal (crossflow) or a combination of these.

Both the flows in heat exchangers are of gaseous form, for which the convective heat transfer – the transfer of heat between the wall and the medium – is poor, and the heat transfer surface required is thus large. In order to limit the size of the exchangers, a compact heat exchanger having a large heat transfer surface area per unit volume is a necessity. High surface densities can be achieved by using either finned plate recuperators with maximum values of approximately 5000 m$^2$/m$^3$, or regenerators with a compactness as high as over 10 000 m$^2$/m$^3$. For this study, a plate-fin recuperator of counterflow$^1$ arrangement is chosen for the sake of its prevalence. The flow channels may be fabricated using densely set parallel plates. These channels may incorporate fins that are pressed from thin metal sheets, so as to form triangular or rectangular shape by cross-section. Another approach is to form the separating plates to constitute the fin effect as well, thus eliminating the need for additional metal sheets and being consistently called primary surface design. Both these configurations have been outlined in Fig. 9.

![Typical fin configurations for plate-fin recuperators using (a) distinct sheet metal fins and (b) primary surface design.](image)

$^1$ The entry and exit sections are normally in crossflow for these heat exchangers. Due to their minor role in total heat transfer however, the counterflow theory can be applied to determine the overall performance of the exchangers.
The Reynolds number for a flow is defined as a ratio of inertial to viscous forces as by Incropera et al. [1990]

\[
Re = \frac{\rho \, w \, d_m}{\mu} = \frac{g_m \, d_h}{\mu \, A} \tag{4.30}
\]

Due to a limit of the overall size, the flow channels of a typical heat exchanger are small, the hydraulic diameter of a single passage usually does not exceed 5 mm. In order to keep the pressure losses down, the flow velocities are also low. Therefore, according to Incropera et al. [1990], the Reynolds number remains moderate enough for the flow to be laminar.

Figure 10 shows the temperature distribution for a heat exchanger of counterflow arrangement. Instead of determining the efficiency of the exchanger as a ratio of the actual heat transfer rate to the maximum possible heat transfer rate, the term effectiveness (thermal ratio) of the heat exchanger is applied here, as by Cohen et al. [1987]. Denoted as \( \varepsilon \), it is defined as the ratio of the temperature difference for the flow with the smaller thermal capacity to the maximum temperature difference available\(^1\).

\[
\varepsilon = \frac{T_3 - T_2}{T_6 - T_2} \tag{4.31}
\]

\( \text{Figure 10. The temperature distribution in a counterflow heat exchanger.} \)

---

\(^1\) Using Eq. (3.7), the relationship between the efficiency, \( \eta \), and the effectiveness, \( \varepsilon \), of the heat exchanger becomes

\[
\eta = \frac{\overline{c}_{pa, 2.3}}{\overline{c}_{pa, 2.6}} \varepsilon
\]

The mean specific heat of air will normally not be very different over the two temperature ranges. Therefore, values for the effectiveness and for the efficiency are to a great extent alike.
4.4.1 Variation of the effectiveness

For estimating the effectiveness outside design operation, the actual temperature difference in the previous equation will be presented using a heat rate in accordance with the energy balance. Heat exchangers may be considered to be adiabatic, therefore heat is transferred only between the flows. Changes in potential and kinetic energy may also be neglected.

\[ T_1 - T_2 = \frac{\Phi}{q_m \bar{c}_{pa}} \]  

(4.32)

Expressing the effectiveness for two states (the other having design values denoted with a subscript 0), the ratio of the terms may thus be presented as

\[ \frac{\varepsilon}{\varepsilon_0} = \frac{\Phi}{\Phi_0} \frac{q_{ma0} \bar{c}_{pa0}}{q_{ma} \bar{c}_{pa}} \frac{T_{60} - T_{20}}{T_6 - T_2} \]  

(4.33)

The heat transfer rate will be defined using the overall heat transfer coefficient, \( k \). Due to the temperature difference of the flows altering across the exchanger, a logarithmic mean temperature difference (LMTD method) must be applied in this context.

\[ \Phi = k A \Delta T_m \]  

(4.34)

\[ \Delta T_m = \frac{\Delta T_e - \Delta T_h}{\ln \left( \frac{\Delta T_e}{\Delta T_h} \right)} \]  

(4.35)

In practice, heat is transferred in the recuperators via convection and conduction only. The role of radiation is negligible mainly on account of diminutive structural dimensions and low temperatures. The overall heat transfer coefficient of finned surfaces then applies universally as

\[ \frac{1}{k A} = \frac{1}{\eta_{f,a} A_g \alpha_a} + R_{mat} + \frac{1}{\eta_{f,g} A_g \alpha_g} \]  

(4.36)

Transferring of heat from combustion gases to air is principally restrained by convection between the gases and the surfaces. Due to the high thermal conductivity and thinness of the materials, the conductive thermal resistance, \( R_{mat} \), is a small fraction of the convective resistances, so it may be ignored. Therefore, a representation for overall heat transfer coefficient may be shown to be
The influence of the fins on the heat transfer rate – as taken into account by using the temperature effectiveness $\eta_{fa}$ and $\eta_{fcg}$ – depends not only on the fin material and structure, but also on the value of the overall heat transfer coefficient. These terms are nevertheless assumed constant through the operational range, as well as the ratio of the heat transfer coefficients $\alpha_{fa}/\alpha_{cg}$. Using Eqs. (4.34) and (4.37), the ratio of the heat rates for the two states then becomes

$$\frac{\Phi}{\Phi_0} = \frac{\Delta T_{in}}{\Delta T_{in0}} \frac{\alpha_a}{\alpha_{a0}}$$  (4.38)

To be able to determine the ratio of the heat transfer coefficients shown above, we need to consider further dimensionless numbers – the Nusselt number for characterising the total heat transfer proportional to molecular heat transfer, the Prandtl number for momentum with relation to thermal diffusivity and the Stanton number as a ratio of total heat transferred to total heat capacity.

The Nusselt number

$$Nu = \frac{\alpha d_h}{\lambda}$$  (4.39)

The Prandtl number

$$Pr = \frac{\mu \bar{c}_p}{\lambda}$$  (4.40)

The Stanton number

$$St = \frac{Nu}{Re Pr} = \frac{\alpha A}{q_m \bar{c}_p}$$  (4.41)

According to the definition of the Stanton number, the heat transfer coefficient can be written as

$$\alpha = St \ q_m \bar{c}_p \frac{l}{A}$$  (4.42)

For the compact heat exchanger constructions illustrated in Fig. 9, fully developed laminar conditions may be assumed to prevail, the Nusselt number of the flow thus being constant. The variation of the Prandtl number for gases is normally small enough to be taken as a constant as well. According to Eq. (4.41), this yields $St \propto Re^{-1}$, hence, using the definition for the Reynolds number from Eq. (4.30), the ratio of the heat transfer coefficients may be shown to be

$$\frac{\alpha_a}{\alpha_{a0}} = \frac{\mu_a \bar{c}_{pa}}{\mu_{a0} \bar{c}_{pa0}}$$  (4.43)
On manipulation of Eqs. (4.33), (4.38) and (4.43), for the ratio of effectivenesses, the following now applies

\[
\frac{\varepsilon}{\varepsilon_0} = \frac{q_{\text{ma}0}}{q_{\text{ma}}} \frac{\mu_a}{\mu_{a0}} \frac{\Delta T_{\text{in}}}{\Delta T_{\text{in}0}} \frac{T_{60} - T_{00}}{T_6 - T_2}
\]

(4.44)

This model may be expected to give good results. In general, convective heat transfer in heat exchangers can be characterised using the Colburn factor for heat transfer analogy, \( j_H \). It varies with the flow conditions and the structural design of the heat exchanger; for specific constructions it is extensively presented as a function of the Reynolds number by Kays et al. [1984], for instance:

\[
j_H = St \frac{Pr^{2/3}}{Re^{0.5}} = f(Re)
\]

(4.45)

For instance, on recuperators having a laminar boundary layer disrupted repeatedly – by dividing the rectangular fin forming sheets into strips transverse to the flow and by placing these strips so as to cause the flow to confront the edging of each strip – the Colburn factor can be shown to be \( j_H \approx Re^{-0.5} \), thus consequently \( St \approx Re^{-0.5} \). Results gained with the corresponding model agree well with the results obtained by the more elaborated model with due consideration of the fins and the flow inlet/outlet guides, presented by Münzberg et al. [1977]. During operation with typical values, the difference of the results remained below 0.2 % at a part-load level of 60 %, for instance.

In the cases included in this study (Fig. 9), for the Colburn factor it applies that \( j_H \approx St \approx Re^{-1} \), which has been seen from Eq. (4.41) as well.

The mass flows of air and combustion gases are almost equal and so are the corresponding heat capacities, hence the changes in temperature of each flow are almost alike too. Due to the definition of the logarithmic mean temperature difference, Eq. (4.35), divisions of infinitesimal numbers may therefore occur during computation of the process, consequently inducing run-time errors. This can be avoided however by substituting the logarithmic mean temperature difference with the (arithmetic) mean temperature difference defined as \( \Delta T_m = 0.5(\Delta T_c + \Delta T_h) \). The error thus arisen will be small since the same transformation will be done on both sides of the quotient in Eq. (4.44).
It must be noted that for plate-fin recuperators, the application of the model for effectiveness, Eq. (4.44), is restricted to heat exchangers of the counterflow type only. Crossflow heat exchangers and types of combined crossflow-counterflow exchangers would require correcting the mean temperature difference with a factor, the value of which depends, not only on the structure of the exchanger, but also on the effectiveness and on the ratio of the heat capacity flows \( q_m \cdot c_p \). For instance, on a crossflow recuperator with unmixed flow, design effectiveness of 0.80 and ratio of heat capacities of approximately 1, decreasing the effectiveness by 10% will increase the factor by 36%. For diverse tubular heat exchangers the dependence of the Colburn factor on the Reynolds number will also frequently deviate excessively from the model.

Concerning the variation of the effectiveness, Eq. (4.47), this model can be applied to rotary regenerators. However, in doing this, one should take into account the cold-side and hot-side leakage flows from air into the combustion gases through wiping seals, as well as mechanical work required for rotating the heat transfer matrix.

### 4.4.2 The intercooler and cooling air cooler

Heat exchangers for cooling purposes commonly use water as the working fluid, if available, and are of a finned tubular configuration. This reduces the size of the exchangers and the heat thus gained can easily be recovered in the CHP process, for instance. In this model, the temperature of air at the heat exchanger exit is assumed constant regardless of the flow conditions. This approximation is universally satisfactory, but is especially valid for evaporative intercoolers\(^1\). Since cooling water is not included in the control volume, the outlet temperature of the air will be the only value required for both exchangers, along with the air-side pressure loss for the intercooler. If cooling would be accomplished using ambient air as a coolant, and a plate-type heat exchanger of counterflow arrangement for instance, the assumption that the variation of outlet temperature corresponds to Eqs. (4.31) and (4.44) would be appropriate for this case.

---

\(^1\) The temperature difference between the fluids at the cold end varies only moderately even with major changes in operating conditions. The cooling water inlet temperature is usually constant as well.
4.5 Dissipative terms

The operation of an actual gas turbine is marked by the dissipation of energy. Each component having its surface temperature exceeding the ambient temperature, will be affected by heat losses to the surroundings. Due to isolation for instance, the heat flow is usually small enough to be neglected. Various irreversibilities – resulting from friction and single resistances for instance – will cause the pressure of the flowing gas to perpetually decrease. While included in compressor and turbine efficiencies already, the influence of pressure losses has to be taken into account elsewhere by using specific terms. Attention must also be paid to diverse mechanical losses originating from the bearings or from the transmission, and electric losses developed in the generator, if fitted.

4.5.1 Pressure losses

Before the compressor, a decrease in pressure will be induced by the intake channel, filtration and silencing systems for instance. Correspondingly, after the turbine pressure losses are induced by the exit channel, silencing systems and possible heat recovery unit. Pressure losses occur in combustion chambers and heat exchangers as well.

At design operation, the resistance of the flow will be taken into account by using terms for pressure loss relative to inlet pressure\(^1\) (subscript \(\alpha\) referring to the inlet state)

\[
k = \frac{\Delta p}{P_a}
\]

(4.46)

The pressure losses are assumed to follow the well-known model for tubular flow as follows

\[
\Delta p = \left(\xi \frac{l}{d_h} + \sum \zeta\right) \frac{1}{2} P_a w_a^2
\]

(4.47)

The flow of air and combustion gases is generally turbulent in the ducts and in the combustion chamber because of the wide channels combined with the low dynamic viscosity of the flow, thereby the dependence of the friction factor, \(\xi\), on the state of the flow is weak. The term

\(^1\) Total state values should be used with this context, however the use of static state values is justified on account of the assumption of low flow velocities.
containing factors for friction and single resistances in the equation above is thus assumed to be constant outside design operation. Based on continuance and the equation of state for a perfect gas, the relative value for the pressure loss term outside design operation can be shown to be

\[
\frac{k}{k_0} = \frac{p_{a0}}{p_a} \frac{\rho_a}{\rho_{a0}} \left( \frac{w_a}{w_{a0}} \right)^2 = \frac{R}{R_0} \frac{T_a}{T_{a0}} \left( \frac{p_{a0}}{p_a} \right)^2 \left( \frac{q_m}{q_{m0}} \right)^2
\]

(4.48)

According to Incropera et al. [1990] and Münzberg et al. [1977], modern compact heat exchangers typically have laminar\(^1\) flow, augmenting the dependence of the flow resistance on the Reynolds number. For the sake of uniformity in this model, however, Eq. (4.48) has been applied for the pressure losses that are caused by recuperators and intercoolers as well. The error thus arising is insignificant.

Potential preheating to prevent the incoming air from freezing has been excluded from the control volume, thus the flow at the compressor inlet, as well as the flow at the turbine exit may be considered adiabatic. According to the energy balance, the pressure decreases isenthalpic and the temperature of the flowing gas remains unchanged.

4.5.2 Efficiencies

Mechanical losses will be taken into consideration in the form of a mechanical efficiency. For gas turbines with more than one shaft, terms for dividing the losses among these shafts are also needed. Subtracting the compressor power(s) from the turbine power(s) produces thermal power, and an additional subtraction of the mechanical losses will give us mechanical – or shaft – power.

\[
P_{th} = \sum_i P_{t,i} - \sum_i P_{c,i}
\]

(4.49)

\[
P_{\text{mech}} = P_{th} - \sum_j P_{\text{loss},j}
\]

(4.50)

\[
\eta_{\text{mech}} = \frac{P_{\text{mech}}}{P_{th}}
\]

(4.51)

\[
z_j = \frac{P_{\text{loss},j}}{\sum_i P_{\text{loss},i}}
\]

(4.52)

\(^1\) Water-cooled intercoolers of a finned tubular configuration commonly have low Reynolds number turbulent flow.
For multi-shaft gas turbines, the energy balance for units without load can be stated as

\[ P_{t_j} = P_{c_j} + P_{\text{loss}_j} \quad (4.53) \]

Consequently, for twin shaft engines with free power turbines for instance, applying the energy balance to the high pressure turbine – compressor set will determine the thermodynamic state between the turbines. Also based on the energy balance, the shaft power for these engines can be presented in the form of

\[ P_{\text{mech}} = P_{t_2} - P_{c_2} - P_{\text{loss}_2} \quad (4.54) \]

Note that the above equations apply irrespective of the configuration of the twin shaft engines provided the components not existing in the corresponding unit will be set equal to zero. For instance, for gas generator – power turbine engines having only one compressor, the term \( P_{c_2} \) vanishes.

For journal bearings, as commonly used in industrial scale gas turbines, friction caused by the bearings (torque resisting the rotation) may be assumed proportional to the rotation speed if the viscosity of the lubricating oil and the oil pressure remain unchanged, as according to Moore [1975]. Given by the equation \( P = M\omega \), the bearing losses of the gas turbine on operating outside design conditions are thus presumed to be proportional to the square of the rotational speed, as

\[ \frac{P_{\text{loss}_j}}{P_{\text{loss}_{j0}}} = N_{\text{rel}_j}^2 \quad (4.55) \]

For the sake of universal applicability, the consideration of generator and transmission off-design efficiencies have been omitted providing the feasibility to apply the model to other cases besides electricity production, for example, mechanical energy production. However, the change in efficiencies can be taken into consideration with corresponding efficiency terms for off-design operation.

\[ \eta_{\text{gear}} = \frac{P_{\text{gear}}}{P_{\text{mech}}} \quad (4.56) \]

\[ \eta_{\text{gen}} = \frac{P_e}{P_{\text{gear}}} \quad (4.57) \]
For electricity production, the speed of the generator shaft is normally maintained at a constant level due to the requirements of the electrical network. Consequently, the influence of the rotational speed on the losses which arise in the transmission and generator is usually neglected – the losses are assumed to vary only with the power transferred. Generally, the variation of relative power losses and corresponding efficiencies over a wide operational range is small.

Denoting the external heat addition to the gas turbine cycle as $\Phi_{fu}$, the thermal efficiency and net efficiency (overall efficiency for electricity production) for the rating of a gas turbine cycle can eventually be determined to be

$$\Phi_{fu} = q_{nfu} \left( q_i + h_{fu} \right)$$  \hspace{1cm} (4.58)

$$\eta_{th} = \frac{P_{th}}{\Phi_{fu}}$$  \hspace{1cm} (4.59)

$$\eta_e = \frac{P_e}{\Phi_{fu}}$$  \hspace{1cm} (4.60)

$$\Rightarrow \eta_e = \eta_{th} \eta_{mech} \eta_{gear} \eta_{gen}$$  \hspace{1cm} (4.61)

Some of the energy produced on actual gas turbines will be used for driving diverse auxiliary devices and systems, control and lubrication systems for example. In addition to electric power, mechanical power may be required as well. Though far from insignificant, this auxiliary power is customarily not considered here.
5 MATHEMATICS OF COMPUTATION

Apart from the human nature habitual tendency to preserve conventionality, two practical reasons may be seen to have restrained the use of techniques for solving sets of non-linear equations. One is the required computing capacity, these routines perform calculations with matrices of high dimensions. The other reason arises from the complexity and uncertainty of multidimensional root finding itself. However, with the speed of computation doubling approximately every 18 months, and with the application of mathematical techniques to combine globally robust convergence with a locally fast convergence rate, a vast field of opportunities has emerged, even for personal computers.

Multidimensional root finding provides an efficient alternative to the conventional trial-and-error-based iteration procedures\(^1\) – matching procedures – for the performance prediction of gas turbines. To compare the efforts required in both these methods, Figure 11 demonstrates as an example the computational routines needed for matching the overall operation of a twin-shaft engine with a power turbine, as presented by Cohen et al. [1987]. Using root finding methods, only a set of equations that correspond to the process equations, and mass and energy balances for the basic components need to be determined.

What might here seem as an unjust comparison due to the far more elaborate calculus of the equation solving methods, is nevertheless an inevitable indication of the benefits gained with this approach when applying it to different cycles. Both cases require a similar number of relations for the basis of the solution, but while the conventional methods each time require a new configuration-based algorithm, only one universal method will be needed for the equation solving technique. As a conclusion, this alternative method will not decrease the need for the theoretical knowledge of the process, but it will essentially facilitate the use of this information to obtain the actual results.

---

\(^1\) Solving non-linear sets of equations invariably proceeds by iterative improvements of the approximative solutions, too. However, in this thesis, *iteration procedure* refers to methods specifically comprising of the consecutive determination of single terms.
5.1 Solving the systems of non-linear equations

To exemplify the complexity of finding solutions for a system of non-linear equations, let us consider a case of two dimensions which we want to solve simultaneously

$$\begin{cases}
    f_1(x_1, x_2) = 0 \\
    f_2(x_1, x_2) = 0
\end{cases}$$
The solutions of each of the equations can be plotted as points or zero contour lines on the \((x_1,x_2)\) plane, as demonstrated in Fig. 12. In general, the arbitrary functions \(f_1\) and \(f_2\) are independent of each other, and the number of disjoint curves for each function is unknown. The solutions for the set of equations consist of the points that are common to both these zero contours. For cases with \(n\) dimensions, solving the set of equations correspondingly means finding points mutually common to \(n\) unrelated zero-contour hypersurfaces, each of dimension \(n-1\).

**Figure 12.** Zero curves of two non-linear functions \(f_1\) and \(f_2\) in two unknowns. The solutions (dots) for the corresponding set of equations may be found from the intersections of these curves.

Without any insight into the problem, finding all common points is obviously impossible, except in theory, by mapping out the full zero-Contours of both functions. Consequently, there are no general methods of solving systems of non-linear equations that would converge to a root regardless of the initial guess.

### 5.1.1 Methods for the solution

There exist some techniques that proceed from a given starting point and (hopefully) find one solution. Most of them use Newton’s method as a basis, improving its poor global convergence\(^1\) properties and/or decreasing the need for computation, as described by Dennis et al. [1983], for instance. Another class of algorithms are based on homotopy – or continuation – methods, as by Watson et al. [1987]. These methods define a trivial problem for which the solution is known, and

---

\(^1\) A multidimensional root finding method is defined by Dennis et al. [1983] as **globally convergent** if it converges to some solution of a system of non-linear equations from almost any starting point. This is a distinction from **locally convergent** algorithms where it is imperative that the starting point is located in the appropriate neighbourhood of the actual root.
a path between this easy problem and the hard problem that is actually of interest. Global optimisation\(^1\), see Törn et al. [1989], for instance, provides yet another set of techniques that has the potential for solving sets of non-linear equations. While global minimisation is the task of finding the absolutely best set of parameters to minimise an objective function, multidimensional root finding converts into a minimisation task by, for instance, summing the squares of the individual co-ordinate functions to get the objective function. This function is nonnegative and has a global minimum at any solution of the non-linear equations.

For this study, Newton-based methods have been chosen for the sake of their prevalence in literature. Newton’s method guarantees a fast rate of convergence near the solution. However, in general, it sets too restrictive demands on the accuracy\(^2\) of the starting point for the method to be useful in itself. Partial aid for this poor global convergence can be found from local optimisation. Although multidimensional root finding lacks any general techniques, there are a variety of optimisation methods that converge to a local or global minimum regardless of the starting point, thus being globally convergent. Fundamentally, this arises from the dependencies in the minimisation process: multidimensional root finding corresponds to zeroing an \(n\)-dimensional function whereas minimisation is equivalent to finding a zero of an \(n\)-dimensional gradient vector, the components of this vector being partly related by differentiation. However, except for the special case of the master function and the feasible region being convex, these local optimisation methods can not be trusted to find the global minimum and therefore they can not be used solely for multidimensional root finding either.

The elementary approach of combining minimisation and root finding techniques for solving sets of non-linear equations uses minimisation only for improving the accuracy of the initial guess (moving the starting point closer to the root), as suggested by Burden et al. [1985], and has proven feasible for the purposes of modelling gas turbine performance, Kaikko [1997]. However, to incorporate global robustness with fast local convergence, more sophisticated strategies usually combine Newton’s method with an associated minimisation problem. Consequently, two basic strategies prevail for improving the poor global convergence behaviour of Newton’s method, as

---

\(^1\) Global optimisation refers to techniques of seeking the absolute minimiser in the existence of many distinct minimisers. This is a distinction from optimisation which proceeds by seeking any, local or global minimiser.

\(^2\) The term accuracy is used in this context to characterise the distance between the actual point and the solution for the set of equations.
presented by Dennis et al. [1983]: the line search and the model-trust region approach. In the line search strategy, the Newton direction for the step is retained, but the step length is modified to approximately minimise the objective function. For the model-trust region strategy, both the direction and the step length are subject to change. This approach is based on estimating the region in which a local model, underlying Newton’s method, can be trusted to adequately represent the function, and taking a step to approximately minimise the model in this region. From these strategies, the former one was chosen for this study.

5.1.2 Typical characteristics of the application of root finding methods

Solving systems of non-linear equations presents a non-linear problem. Typical for these problems is that their deterministic solution proceeds by iterative sequences, thus requiring an initial guess for the starting point. Therefore, on estimating the validity of these methods, not only their computational cost but also their convergence capabilities become significant. Instead of the rate, the domain of convergence of these methods may become decisive here. Furthermore, the performance of the methods can be expected to deteriorate when the dimension of the problem increases, unless the non-linearity is only mild.

Some characteristics when applying root finding methods, especially for the performance prediction of gas turbines, may also be identified. One such characteristic is that the problems are poorly scaled in the sense that the variables vary greatly in magnitude. As an example, efficiencies are normally close to unity, while the values for the pressures (in SI-units) are of the order of hundreds of thousands. In finite-precision arithmetics, this may cause the calculation of the Euclidian norms, for instance, to be undesireably dominated by the greater values and lead to a degradation in performance. Therefore, the variables must be re-scaled before computation to present roughly the same order of magnitude. In this study, the scaling factors for the variables are gained from the initial guess values and retained in an unaltered state throughout the computation. Thus, no dynamic scaling has been implemented.

All the variables and the co-ordinate functions used for this modelling are continuous, but some derivatives of the functions are not. Where continuous derivatives are also required, as for the Jacobian matrix in Newton’s method, this can be satisfied by interpolation schemes, for instance. An example of this is given in Chapter 5.3.2.
As a consequence of using functional relationships for dependencies in the model, some derivatives in the Jacobian matrix are difficult to express analytically. Therefore, the Jacobian has been replaced by a finite-difference approximation. Using forward differences, for the $i$th co-ordinate function it may be shown that

\[
\frac{\partial f_i(x)}{\partial x_j} \approx \frac{f_i(x + h e_j) - f_i(x)}{h} \tag{5.1}
\]

In the above formula, $h$ denotes the step size and $e_j$ the $j$th unit vector. This approximation formula may be shown to give at best only the square root of the machine accuracy. Therefore, errors that arise in finite-precision computing have been reduced by applying double precision arithmetic for root finding.

The number of variables is typically moderate, say less than 100. Therefore, no techniques for reducing the computational cost, such as secant approximations to replace the Jacobian matrix (or its finite-difference approximation), are required. For the same reason, no sparse matrix techniques have been implemented either, although the co-ordinate functions have typically only few variables and, consequently, most of the derivative terms in the Jacobian are zero.

Due to the physical context of the variables, their order of magnitude can be estimated beforehand, thus facilitating the determination of the initial guess. Similarly, simple constraints could be set for the variables in the form of upper and lower bounds for facilitating the task of global optimisation. For the Newton-based root finding methods however, these constraints are not taken into consideration.

In general, the number of solutions to the set of equations is unknown. However, for modelling real-world applications like gas turbines, a unique solution can be expected. The existence of unique solutions reflects the steady state operation of the engines: for each operating point there is a unique set of parameters with thermodynamic dependency. If one of the parameters varies independently, the others will vary dependently causing a change in the gas turbine operating point. Thus, at every operating point, each parameter has a unique value.
5.2 The selected strategy

5.2.1 Newton’s method with line search

A set of non-linear equations in \( n \) dimensions with the convention that the right-hand side of each equation is zero, consists of \( n \) non-linear functional relations to be zeroed simultaneously. By presenting these functions in a vector \( \mathbf{F} \) and the variables in \( \mathbf{x} \), the vector notation for the set of equations becomes

\[
\mathbf{F}(\mathbf{x}) = 0
\]  
(5.2)

The expansion of the functions in the neighbourhood of \( \mathbf{x} \) in Taylor series can be presented correspondingly in matrix notation as

\[
\mathbf{F}(\mathbf{x} + \delta\mathbf{x}) = \mathbf{F}(\mathbf{x}) + \mathbf{J}(\mathbf{x})\delta\mathbf{x} + \delta^2 \mathbf{x}
\]  
(5.3)

In the above equation, \( \delta^2 \mathbf{x} \) denotes the terms of order \( \delta \mathbf{x}^2 \) and higher, \( \mathbf{J}(\mathbf{x}) \) is the Jacobian matrix at \( \mathbf{x} \)

\[
\mathbf{J}(\mathbf{x}) = 
\begin{bmatrix}
\frac{\partial f_1(\mathbf{x})}{\partial x_1} & \cdots & \frac{\partial f_1(\mathbf{x})}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n(\mathbf{x})}{\partial x_1} & \cdots & \frac{\partial f_n(\mathbf{x})}{\partial x_n}
\end{bmatrix}
\]  
(5.4)

By requiring that \( \mathbf{F}(\mathbf{x} + \delta\mathbf{x}) = 0 \) and neglecting the higher order terms in Eq. (5.3), a set of linear equations remains that determines the approximate correction \( \delta\mathbf{x} \) to be added to the solution vector to conform to the basic Newton method for solving sets of non-linear equations. The set of equations can be solved easily using \( LU \)-decomposition, for instance. Thus, for the correction and the iterative sequence the following applies

\[
\mathbf{J}(\mathbf{x}^{(k)})\delta\mathbf{x}^{(k)} = -\mathbf{F}(\mathbf{x}^{(k)})
\]  
(5.5)

\[
\mathbf{x}^{(k+1)} = \mathbf{x}^{(k)} + \delta\mathbf{x}^{(k)}
\]  
(5.6)

As given by Dennis et al. [1983], a necessary precondition for this Newton step \( \delta\mathbf{x} \) to produce a converging sequence is that the starting point is sufficiently close to the root. Newton’s method
also requires the Jacobian matrix to be non-singular and the partial derivatives in the matrix to be continuous, but it provides efficient convergence once being close enough to the root. While the continuity can be normally taken into consideration already during the modelling of the process, as will be exemplified later, the requirements for the accuracy of the starting point are often difficult to match, thus restricting the use of Newton’s method. Furthermore, if not singular, the Jacobian matrix may be numerically ill-conditioned so as to make the computation of the step impossible.

Solving the sets of equations corresponds to a minimisation task by forming an objective function $f$ as the sum of the squares of the co-ordinate functions, and minimising it.

$$f(x) = \frac{1}{2} \left[ F(x) \right]^T F(x)$$  \hfill (5.7)

The Newton step $\delta x$ can be shown to be a descent direction for $f$, thus justifying the line search strategy: moving in the Newton direction will initially decrease $f$ and correspondingly take us closer to the solution. A standard practice is to try the full Newton step first and then check that the proposed step reduces $f$. If necessary, backtracking along the Newton direction is then bound to give an acceptable step with small enough movements. The implementation of the line search strategy for this study is by Press et al. [1992]. It safeguards both against $f$ decreasing too slowly relative to the step length, and against the step lengths being too small relative to the initial rate of decrease of $f$. The former safeguard is fulfilled by requiring the average rate of decrease of $f$ to be at least some fraction $\alpha$ of the initial rate of decrease $\nabla f^T \delta x$:

$$f(x^{(k+1)}) \leq f(x^{(k)}) + \alpha \nabla f^T (x^{(k+1)} - x^{(k)}) \quad 0 < \alpha < 1$$  \hfill (5.8)

A frequently used value for $\alpha$ is $10^{-4}$.

To guard against the step lengths being too small, a lower bound is set for the corresponding step coefficient $\lambda$. This value is typically set to be 10 % of the previous backtracking result. Furthermore, it can be shown that if the Newton step failed, for small values of $\alpha$ the optimum step length is bounded from above and does not typically exceed 50 % of the previous value.
The strategy for the backtracking routine can be stated as

\[ g(\lambda) = f(x^{(k)} + \lambda \delta x^{(k)}) \]

hence

\[ g'(\lambda) = \nabla f^T \delta x^{(k)} \]

(5.9)

(5.10)

On backtracking, \(g(\lambda)\) will be modelled with the most current information available to determine the optimum step coefficient \(\lambda\). For the first backtrack at each iteration, the routine uses \(g(0)\) and \(g'(0)\) as well as \(g(1)\) from the Newton step to model \(g(\lambda)\) as a quadratic. On second and subsequent backtracks, \(g(\lambda)\) is modelled as a cubic, using the previous and the second most recent values for \(g(\lambda)\).

For the iterative sequence, the following applies

\[ x^{(k+1)} = x^{(k)} - \lambda [J(x^{(k)})]^{-1} F(x^{(k)}) \]

\[ 0 \leq \lambda \leq 1 \]

(5.11)

It must be noted that when using Newton’s method as a basis, no strategy can produce globally converging sequences in general; these strategies only increase the domain of convergence of the basic Newton method. As a theoretical maximum of the domain, the region of attraction is the largest set of points such that for any starting point in that domain the infinitely small step steepest descent algorithm\(^1\) will converge to the root. This region can be visualised in the case of two dimensions as a surface where, if water is poured onto that surface, it will reach the minimiser. However, due to the finite step sizes used by the line search, the actual domain of convergence will be reduced. Considerations of the domain in this case are given in the next chapter.

As a conclusion, there are two principal cases when these Newton-based root finding methods can fail. One is when the Jacobian matrix becomes singular or nearly singular and thus the Newton step can not be determined. For this case, Dennis et al. [1983] suggest a modified Newton step as a result of perturbing a model that approximates \(F\), rather than perturbing the Jacobian itself. The method involves monitoring the condition number of the Jacobian and uses \(QR\)-decomposition for solving the linear set of equations that determines the step. However, Press et al. [1992] have expressed their doubts on the method’s usefulness outside exactly singular problems, and it has not been implemented here either. The second failure occurs when the starting point lies outside the domain of convergence. The algorithms proceed by seeking any, local or global minimiser to the

---

\(^1\) In the method of steepest descent, the steps are taken in the steepest downhill direction. This is the negative of the gradient direction, \(-\nabla f\).
problem. Therefore, if started close to a local minimiser, the methods may converge to it instead. In Fig. 12, for instance, the zero contours of $f_1$ and $f_2$ make a close approach to each other at the points labelled $M_1$ and $M_2$, indicating the likelihood of local minima. Nevertheless, monitoring this false convergence is easy by using the sum of squares as the error term. On encountering this local minimum, a simple remedy is to try another starting point, possibly closer to the root. However, this method is trivial since there is no guarantee against converging back to the same or to another local minimiser. Global optimisation, started from this point, could be one solution here.

### 5.2.2 Local and global convergence characteristics

It can be shown, as by Dennis et al. [1983] for instance, that the basic Newton method is locally quadratically convergent for most problems, if the Jacobian matrix is non-singular. Thus, near the solution $\mathbf{x}^*$, for the vector 2-norm and for some positive constant $\beta$ it applies that

$$
\|\mathbf{x}^{(k+1)} - \mathbf{x}^*\| \leq \beta \|\mathbf{x}^{(k)} - \mathbf{x}^*\|^2
$$

(5.12)

Computationally, it means approximately that the number of significant digits will double at each iteration near the solution. If the finite-difference step size is chosen properly, the quadratic convergence may be shown to be retained even when using finite-difference approximations with the Jacobian. Furthermore, this fast local convergence will be retained by using the selected strategies too, if the algorithm tries a Newton step first at each iteration.

Due to a large number of co-ordinate functions, the analytical determination of the local, as well as the global, convergence characteristics for the selected strategy has been omitted here. Instead, a statistical examination has been implemented for two of the example cases in Chapter 6 (types CBE and CBEEX) to characterise the global robustness of the selected method for that case. The results presented in Fig. 13 plot the probability of finding the design-point solution again against randomised deviation of the actual root. For the determination of one data point in the figure, the set of equations is solved repeatedly, each time using different random numbers to uniformly deviate the starting point into the neighbourhood of the actual root, until the method fails to converge back. This sequence is then repeated until statistical validity is achieved. Finally, the probability is obtained as a ratio of the mean number of successful trials to the mean total number of trials ($= \text{numerator plus 1}$). As the results show, increasing the complexity of the model will decrease the domain of convergence: for the simpler model, the probability of convergence...
exceeds 95 % if the deviation remains below 55 %, while for the more complicated configuration the corresponding allowable deviation range becomes 30 %.

![Graph showing probability of strategy convergence vs deviation]

**Figure 13.** The probability of the selected strategy to produce a converging sequence back to the solution for the design-calculation as a function of a deviation range around the actual root for two example cases in Chapter 6.

It must be noted that the deviation range used in this statistical approach does not in general correspond with the actual domain of convergence for the method, which is due to the asymmetry of the domain. Consequently, a probability of unity would mean in this context only that all the randomly deviated starting points will locate within a subset of the domain of convergence. In directions from the root in which \( F \) is less non-linear, the region of convergence is likely to be greater. Information that is more specific can be obtained by examining the region of convergence separately in each direction, for instance. However, the bounds that are gained with this study do not define the actual domain of convergence, either, since they show the allowed deviations for the variables only in separate directions.

The elementary way of providing an initial guess is for the user to determine and supply the values. This is, however, a laborious task, especially for a case of high dimensions, so a more sophisticated means of providing the values should be preferred. One method is by the simplification of the calculus routines – to a level where no iterative procedures are required. Major simplifications for the design state calculations for the configurations in this study become as follows:

- Considering the working fluid as air throughout the gas turbine
- Defining the values for specific heat capacities according to the inlet state
- For multi-shaft configurations, assuming the division of the turbine pressure ratios to be equal to the division of the compressor pressure ratios; or assuming the turbine pressure ratios equal if there is only one compressor unit
In this study, an algorithm using the above simplifications produced starting points within the
domain of convergence without any exceptions.

For the performance prediction of gas turbines, the problem of supplying an initial guess is only
concerned with the design state calculations. The same design model is underlying in the off-
design model with additional information serving only to determine the transition from design
conditions to off-design. Therefore, if necessary, the path between the conditions can be divided
into sub-intervals and the solution proceeds by applying the result of the previous transition as the
starting point for the next one. This was, however, not implemented in this study since for all the
calculations in Chapter 6, the use of the same algorithm to provide the starting points for the
design and off-design calculations proved to be successful.

Since the performance prediction of gas turbines proceeds by always determining the
corresponding design values, the method presented in this study is especially suitable for purposes
where the reference state is already known and only the deviations from that state need to be
determined without having to supply the starting point. This is a typical case for condition
monitoring aspects in gas turbines, for instance.

Independent of the cycle configuration, a more universal means of providing starting points could
be implemented by global optimisation methods. However, they are not considered in this study.

5.3 Subroutines for the equations

In some cases, the use of algebraic equations for the determination of the relations between
variables may not be reasonable due to modularity applied by the computation, or resulting from
complex calculation procedures. Subroutines will be used then instead, denoted by $f_1...f_{12}$, for
providing values corresponding to specific arguments. This essentially simplifies the formal state
of the set of equations, though not complicating the finding of the root provided that the
requirement for continuous derivatives will be fulfilled. Thermodynamic properties, component
characteristics, and conversion equations between isentropic and polytropic efficiencies, Eqs.
(3.31) and (3.32), apply to this method.
5.3.1 Thermodynamic state properties

Determining the operating values for gas turbine cycles is principally founded on the thermodynamic state properties of the working fluid. This fluid may be classified into fuel, air or flue gases from stoichiometric combustion, consequently affecting the determination of the properties – specific heat capacity, enthalpy, specific gas constant, lower heating value for the fuel and the amount of air for stoichiometric combustion. In this study, the computation of the properties utilises polynomial functions for specific heat capacities of gaseous components, a table for combustion reactions, and molecular heating values for these reactions, as presented in Larjola [1990]. The assumption of a perfect gas will provide a basis for the computation, having specific heat capacity as well as enthalpy varying with temperature only.

For the specific heat capacities of the gas components (referred to with a subscript $j$), third degree polynomials will be used which have been attained from tabulated values. Accordingly, the specific heat capacity of the gas mixture ($f_i$) can be calculated by weighting by the mass fraction of the components as follows

$$c_p(T) = c_{0j} + c_{1j} T + c_{2j} T^2 + c_{3j} T^3$$  
$$c_p(T) = c_0 + c_1 T + c_2 T^2 + c_3 T^3 = f_1(fluid, T)$$

$$\begin{cases} 
  c_0 = c_0(fluid) = \sum_j (y_j c_{0j}) \\
  \vdots \\
  c_3 = c_3(fluid) = \sum_j (y_j c_{3j}) 
\end{cases}$$

Occasionally, fits for heat capacity may comprise of additional terms, such as factors inversely proportional to some powers of temperature, as given by Reynolds [1979], for instance. However, for the temperature span typically in the region of 200 to 1800 K in this model, third degree polynomials have been found to provide sufficient accuracy to justify their use.
A presentation for the specific enthalpy of the gas mixture \((f_2)\) can be obtained by integrating the equation \(dh = c_p dT\). According to the ISO 2314 standard, the temperature chosen for zero enthalpy is \(+15^\circ C\), denoted with \(T_{ref}\).

\[
h(T) = c_0 (T - T_{ref}) + \frac{1}{2} c_1 (T - T_{ref})^2 + \frac{1}{3} c_2 (T - T_{ref})^3 + \frac{1}{4} c_3 (T - T_{ref})^4
\]

(5.16)

In this model, compositions of air, fuel oil, natural gas and bio gas have been pre-determined. The composition of the stoichiometric combustion gases corresponding to the fuel will be calculated using the combustion reactions. For any other fuels, their composition has to be supplied by the user before computation. For fuel oil, a fit for the specific heat capacity and the lower heating value has been pre-determined too, since they can not be defined on a mere elementary basis that is frequently given for fuel oils.

Corresponding to the specific fuel, the combustion reactions also provide the molal amount of air required for stoichiometric combustion, denoted as \(N_{sa}/N_{fu}\). Employing the molecular mass for the fuel as a sum of component masses weighted by the mole fractions, the specific amount of air for stoichiometric combustion \((f_3)\) then becomes

\[
L = \frac{N_{sa}}{N_{fu}} \sum_j \frac{M_u}{x_j M_j} = f_3(\text{fluid})
\]

(5.17)

The lower heating value of the fuel \((f_4)\) can be calculated using the molecular heating values given for the components as

\[
q_i = \frac{\sum_j (x_j Q_{mj})}{\sum_j (x_j M_j)} = f_4(\text{fluid})
\]

(5.18)

The specific gas constant \((f_5)\) is the ratio of the universal gas constant to the molecular mass of the corresponding fluid. The value for the universal gas constant is \(R_u = 8.31434 \text{ J/(mol K)}\).

\[
R = \frac{R_u}{\sum_j (x_j M_j)} = f_5(\text{fluid})
\]

(5.19)
In addition, the dynamic viscosity of air will be required for determining the operation of the heat regeneration system. A third degree polynomial fit for viscosity ($f_6$) has been obtained from the tabulated values as a function of temperature, as presented in VDI-Wärmeatlas [1988].

\[
\mu_a(T) = c_0 + c_1T + c_2T^2 + c_3T^3 = f_6(T) \tag{5.20}
\]

5.3.2 Performance maps

The maps for compressors and turbines present constant parameter curves. Therefore, an inherent way of modelling these maps would consist of approximating these curves with appropriate polynomial fits and using basic bivariate interpolation schemes. For any value of the curve parameter, the surrounding curves on the map would then be transferred to approximate the curve that corresponds to this value, obtaining the result by a linear interpolation of these curves. This kind of interpolation is easy to implement and generally gives good results, as demonstrated by Münzberg et al. [1977], for instance. However, this method does not ensure the continuity of the first derivatives as the interpolating point crosses the approximating curves and therefore it is not suitable here.

In this study, the continuance of the derivatives has been maintained by the use of cubic splines, as implemented by Press et al. [1992]. The cubic spline interpolation uses cubic piecewise polynomials, matches with the data points, and has continuous first and second derivatives. An extension of the method for two variables is the bicubic spline.

According to Chapter 4.1.2, the presentation of the compressor maps is assumed to comprise three variables: $\Phi$, $\Pi$, and $\beta$. However, this interpolation can be carried out in two stages: first using variables $\Phi$ and $\Pi$ to yield values from the maps presented for various blade settings $\beta$, and then using these values for interpolation with the corresponding $\beta$.

As a result, subroutines for the interpolation of the compressor mass flow and efficiency ($f_9$ and $f_7$) use first bicubic and then cubic splines. A term for the pressure ratio at the surge line is a function of the rotational term and the blade setting, therefore it applies two consecutive cubic spline interpolations (subroutine $f_{10}$). The subroutine for the turbine efficiency interpolation ($f_8$) uses single bicubic spline evaluation only.
The bicubic spline interpolation is based on rectangular-grid data. Therefore, for a compressor mass flow map for instance, curves for small values of $\Phi$ have to be extended into the surge area to cover the entire variation range for $\Pi$. The point of convergence for the curves must be smooth since the splines cannot yield high accuracy near the edges. Except for in the close neighbourhood of the surge line, the shape of the curves in the surge area does not affect the results.

The accuracy of the interpolation is heavily influenced by the density of the data grid. For the compressor map, for instance, satisfactory results were not gained until the number of curves was increased by placing three auxiliary curves between the original ones, and the spacing for the data points along the $\Pi$-axis was reduced to 0.05.

To reduce the amount of work in supplying the grid data, the basic bivariate interpolation has been applied to determine mean curves between the curves of $\Phi = 0.7, 0.75, 0.8, 0.85,...$. For efficiency maps, the translation of the surrounding curves follows the line between the maximum efficiency points. For the compressor mass flow map, the translation line is determined by the points of intersection with the surge line. For this bivariate interpolation scheme, values for the surrounding curves have been obtained with cubic splines. For the reduction of the spacing in the $\Pi$-axis from 0.1 to 0.05, cubic splines were also implemented.

Curves that are gained with this method, as well as points from the bicubic spline interpolation for the compressor mass flow map is presented in Fig. 14. This figure indicates reasonable validity, both for the added curves and for the interpolation results.

---

1 An algorithm that performs bivariate interpolation and smooth surface fitting for scattered (irregularly distributed) data is presented by Akima [1996]. It is a local, triangle-based algorithm which uses a fifth-degree polynomial for the interpolation.
Figure 14. A section of the compressor mass flow map illustrating the original and the auxiliary curves ($\Phi = 0.9, 0.95, 1.0, 1.05$ and $1.1$), curves that correspond with the computational determination ($\Phi = 0.925, 0.975, 1.025$ and $1.075$), and the results from the bicubic spline interpolation (+ sign) corresponding to the mean value of the surrounding curves.

In general, the pressure ratio for the compressor shows an increasing tendency when mass flow decreases. Consequently, for every set of $P$ and $F$, there is only one value for mass flow. Occasionally, near the surge line the relationship may turn to show an increasing tendency instead. Although this area cannot be modelled correctly using $P$ and $F$, it is of no significance to the validity of the model as the steady state operation of the gas turbine is not possible in this unstable zone either.

5.4 The basic set of equations

Resulting from the considerations given in the previous chapters, the modelling of gas turbine performance in this study can be divided into subsystems as shown in Table 1. This basic set of equations will cover a variety of non-reheating gas turbine cycles and is irrespective of the shaft number. The application of these components for constructing a model for a specific gas turbine configuration incorporates numbering the cycle points – flow-wise, for instance, and setting the mass flows consistent with the flow arrangement.
Design state values provide a basis for evaluating the off-design performance, so they have to be calculated first. Supplementary equations for determining the behaviour outside design state (denoted with an asterisk) will be trivial at this stage and can be neglected. On calculating off-design state values, all equations will apply instead.

Table 1. The equations for modelling gas turbine performance after the division into subsystems. An asterisk refers to equations not applicable for determining the design operation.

### a) Inlet ducts

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$k_\alpha$</td>
</tr>
<tr>
<td>$\beta$</td>
<td></td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_\beta = (1 - k_\alpha) p_{amb}$</td>
<td>$T_\beta = T_{amb}$</td>
</tr>
<tr>
<td>$h_\beta = f_2(a, T_\beta)$</td>
<td>$h_\beta = f_2(a, T_\beta)$</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_\alpha/k_{\alpha 0} = \left(\frac{q_{max}}{q_{max 0}}\right)^2 \left(\frac{p_{amb 0}}{p_{amb}}\right)^2 \frac{T_{amb}}{T_{amb 0}}$</td>
<td></td>
</tr>
</tbody>
</table>

### b) $i$:th compressor, $j$:th shaft

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$P_{ci}$</td>
</tr>
</tbody>
</table>

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_\beta = \pi_{ci} p_{ai}$</td>
<td>$T_\beta = T_{\alpha \pi_{ci} \pi_{ci 0} \pi_{ci}}$</td>
</tr>
<tr>
<td>$P_{ci} = q_{max} (h_\beta - h_\alpha)$</td>
<td>$P_{ci} = q_{max} (h_\beta - h_\alpha)$</td>
</tr>
<tr>
<td>$h_\beta = f_2(a, T_\beta)$</td>
<td>$h_\beta = f_2(a, T_\beta)$</td>
</tr>
<tr>
<td>$\eta_{sci} = f_1(\eta_{pci}, \pi_{ci}, \bar{c}_{pci}, R_c)$</td>
<td>$\eta_{sci} = f_1(\eta_{pci}, \pi_{ci}, \bar{c}_{pci}, R_c)$</td>
</tr>
<tr>
<td>$\pi_{ci} = \frac{\pi_{ci - 1}}{\pi_{ci 0} - 1}$</td>
<td>$\pi_{ci} = \frac{\pi_{ci - 1}}{\pi_{ci 0} - 1}$</td>
</tr>
<tr>
<td>$Y_i = \frac{\Pi_{ci}}{(\pi_{ci 0} - 1) + 1 - \pi_{ci}}$</td>
<td>$Y_i = \frac{\Pi_{ci}}{(\pi_{ci 0} - 1) + 1 - \pi_{ci}}$</td>
</tr>
<tr>
<td>$\Phi_{ci} = N_{rel j} \frac{T_{\alpha 0}}{T_{\alpha}}$</td>
<td>$\Phi_{ci} = N_{rel j} \frac{T_{\alpha 0}}{T_{\alpha}}$</td>
</tr>
</tbody>
</table>
c) Heat exchanger - intercooler

\[
\begin{align*}
\alpha & \quad k_{\alpha} \quad \beta \\
p_{\beta} &= (1 - k_{\alpha}) p_{\alpha}
\end{align*}
\]

\[
\frac{k_{\alpha}}{k_{\alpha0}} = \left(\frac{q_{ma}}{q_{ma0}}\right)^2 \frac{(p_{a0})^2}{(p_a)^2} \frac{T_a}{T_{a0}}
\]

\[
h_{\beta} = f_2(a,T_{\beta})
\]

d) Ramification of the cooling flow \(q_{mco}\) from \(i\):th compressor discharge

\[
\begin{align*}
\alpha & \quad \beta \\
\gamma & \quad co
\end{align*}
\]

\[
q_{mco} = y_{co} q_{ma}
\]

\[
\frac{y_{co}}{y_{co0}} = \frac{p_a}{p_{a0}} \frac{T_{a0}}{T_a} \frac{q_{ma0}}{q_{ma}}
\]

e) Heat exchanger - flue gas \(\gamma, \delta\) to air \(\alpha, \beta\)

\[
\begin{align*}
\delta & \quad k_{\gamma} \quad \gamma \\
\alpha & \quad k_{\alpha} \quad \beta
\end{align*}
\]

\[
\begin{align*}
T_{\beta} &= T_{\alpha} + \varepsilon \left(T_{\gamma} - T_{\alpha}\right) \\
h_{\beta} &= f_2(a,T_{\beta}) \\
h_{\delta} &= (1 - y) f_2(a,T_{\delta}) + y f_2(sg,T_{\delta})
\end{align*}
\]

\[
\begin{align*}
p_{\gamma} &= \frac{p_a}{1 - k_{\gamma}} \\
\frac{k_{\gamma}}{k_{\gamma0}} &= \left(\frac{q_{ma}}{q_{ma0}}\right)^2 \left(\frac{p_{\gamma0}}{p_{\gamma}}\right)^2 \frac{T_{\gamma}}{T_{\gamma0}}
\end{align*}
\]

\[
\frac{\bar{m}_{\alpha}}{\bar{m}_{\alpha0}} = \frac{f_6(T_{a,\beta})}{f_6(T_{a0,\beta0})}
\]

\[
\varepsilon = \frac{q_{ma0}}{q_{ma}} \frac{\bar{m}_{\alpha}}{\bar{m}_{\alpha0}} \frac{T_{\gamma} - T_{\alpha} + T_{\delta} - T_{\beta}}{T_{\gamma0} - T_{\alpha0} + T_{\delta0} - T_{\beta0}} \frac{T_{\gamma0} - T_{\alpha0}}{T_{\gamma} - T_{\alpha}}
\]
f) Combustion chamber

\[
q_{mfu} = q_{ma} \frac{h_\alpha + q_{mfu} (q_i + h_{fu})}{q_{ma} + q_{mfu}}
\]

\[
h_{6ISO} = (1 - y) f_2(a, T_{6ISO}) + y f_2(sg, T_{6ISO})
\]

\[
y_{cc} = \frac{(L+1) q_{mfu}}{q_{ma} + q_{mfu}}
\]

\[
q_i = f_4(fu)
\]

\[
L = f_3(fu)
\]

\[
h_\beta = (1 - y_{cc}) h_{\alpha\beta} + y_{cc} h_{sg\beta}
\]

\[
h_{\alpha\beta} = f_2(sg, T_\beta)
\]

\[
\Phi_{fu} = q_{mfu} (q_i + h_{fu})
\]

\[
h_{fu} = f_2(fu, T_{fu})
\]

\[
h_{fu} = f_2(a, T_{fu})
\]

\[
p_\beta = (1 - k_\alpha) p_\alpha
\]

\[
\rho_{fuel} = \left( \frac{q_{ma}}{q_{mco}} \right)^2 \left( \frac{p_{a0}}{p_\alpha} \right)^2 \frac{T_\alpha}{T_{a0}}
\]

\[
q_{mfu} = q_{ma} \frac{h_{\alpha\beta} - h_\alpha}{q_i + h_{fu} - (L+1) h_{sg\beta} + L h_{\alpha\beta}}
\]

---

g) Mixing of the cooled cooling flow \( q_{mco} \)

\[
h_{\beta} = \frac{q_{ma} h_\alpha + q_{mco} h_{co}}{q_{ma} + q_{mco}}
\]

\[
h_{\beta} = (1 - y) f_2(a, T_{\beta}) + y f_2(sg, T_{\beta})
\]

\[
h_{i} = f_2(a, T_{co})
\]

\[
p_\beta = p_\alpha
\]

\[
y = \frac{(L+1) q_{mfu}}{q_{ma} + q_{mco}}
\]
### h) $i$:th turbine, $j$:th shaft

<table>
<thead>
<tr>
<th>$P_{ni}$</th>
<th>$T_\beta$ = $T_\alpha \pi_{ni} \frac{P_{ni}}{P_{\beta}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_\beta$ = $(1 - y) f_2(a, T_\alpha) + y f_2(sg, T_\beta)$</td>
<td></td>
</tr>
<tr>
<td>$\bar{c}<em>{pni} = (1 - y) f_1(a, \bar{T}</em>{n, \beta}) + y f_1(sg, \bar{T}_{n, \beta})$</td>
<td></td>
</tr>
<tr>
<td>$\eta_{sni} = f_{12} \left( \eta_{pni}, \pi_{ni}, \bar{c}_{pni}, R_i \right)$</td>
<td></td>
</tr>
<tr>
<td>$* \frac{\eta_{ni}}{\eta_{n0}} = f_h \left( \Pi_{n_i}, \Phi_{ni} \right)$</td>
<td></td>
</tr>
<tr>
<td>$* \Phi_{ni} = N_{relj} \sqrt{\frac{T_{n0}}{T_\alpha}}$</td>
<td></td>
</tr>
<tr>
<td>$* \frac{q_{max}}{q_{max0}} = \frac{p_{al0}}{p_\alpha} \sqrt{\frac{1 - \left( \frac{p_{\beta0}}{p_\alpha} \right)^{\frac{1}{2}}}{1 - \left( \frac{p_{\beta0}}{p_\alpha} \right)^{\frac{1}{2}}}}$</td>
<td></td>
</tr>
</tbody>
</table>

### i) Outlet ducts

| $T_\beta$ = $T_\alpha$ |
| $k_\alpha = \left( \frac{q_{max}}{q_{max0}} \right)^2 \left( \frac{p_{al0}}{p_\alpha} \right)^2 \frac{T_\alpha}{T_{n0}}$ |

### j) Mechanic losses - first shaft, $j = 1$

| $P_{loss1} = (1 - \eta_{mech}) P_{th} - \sum_{i \geq 2} P_{lossi}$ |
| $* \frac{\eta_{mech}}{\eta_{mech0}} = \frac{P_{mech}}{P_{mech0}} \frac{p_{al0}}{p_\alpha} + \sum_i \left( P_{loss0} N_{relj}^2 \right)$ |

### k) Mechanic losses - next shafts, $j \geq 2$

| $z_j = \sum_i \frac{P_{lossj}}{P_{lossi}}$ |
| $* \frac{z_j}{z_{j0}} = \sum_i \left( P_{loss0} N_{relj}^2 \right)$ |
Based on the theory employed in this study, there are some limitations for applying the component equations shown above. This model does not include consideration of mixing steam or water with air or combustion gases to improve the performance of stationary gas turbine cycles, such as STIG, ISTIG, RWI or HAT cycles. The prediction of NO\textsubscript{x} formation, the by-pass of compressor stages through blow-out valves, and dynamic issues such as transient behaviour are also subjects outside the scope of this study.

The number of the above equations could be significantly reduced by conjoining them whenever possible. Although reducing the size of the matrices for computation, this would correspondingly increase the non-linearity of the system, thus lessen the gains obtained so. Therefore, the equations have been presented and applied at the elementary level.

For twin shaft configurations, the representation of mechanic losses would be simplified by employing a term for the ratio of the mechanic losses as $z = P_{loss1} / P_{loss2}$. The variation of the term would then become $z/z_0 = (N_{rel1}/N_{rel2})^2$. Though somewhat more complicated, the formula given in Table 1 is nevertheless universal and extends the coverage to gas turbines with, for instance, three shafts as well. Variation of the mechanic losses outside design operation ($P_{loss} \propto N^2$) has been included in the determination of mechanic efficiency and the distribution of the losses.

Table 2 shows one set of fixed values, independent of each other, that are typically used for determining gas turbine performance. Demonstrations in this study will also apply this set of values. Instead of the compressor intake air flow, having the net power as a calculus criteria could
sometimes be reasonable when considering the design operation for instance. Power from the gas turbines is elementarily controlled by affecting the fuel flow, thus outside design conditions, the turbine inlet temperature could be substituted by fuel flow, or again, by net power as a criterion. The computation method demonstrated in this thesis will not be affected by any changes of this kind as long as the fixed values are not interdependent. The routines for supplying the starting point for design state calculations will be affected however.

**Table 2.** A typical set of fixed values for determination of gas turbine performance.

<table>
<thead>
<tr>
<th>Design state</th>
<th>Off-design state</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cycle configuration</td>
<td>Turbine cooling rate and temp.</td>
</tr>
<tr>
<td>Turbine inlet temperature</td>
<td>Intercooling temperature</td>
</tr>
<tr>
<td>Compressor pressure ratios</td>
<td>Compressor efficiencies</td>
</tr>
<tr>
<td>Compressor intake mass flow</td>
<td>Turbine efficiencies</td>
</tr>
<tr>
<td>Ambient conditions</td>
<td>Mech. efficiency and distribution</td>
</tr>
<tr>
<td>Fuel specifications</td>
<td>Gearbox and gen. efficiencies</td>
</tr>
<tr>
<td>Heat exchanger effectiveness</td>
<td>Pressure losses</td>
</tr>
</tbody>
</table>
6 CASE RESULTS

6.1 General

Solving the set of equations for determining the operation of a gas turbine provides temperature, pressure, and enthalpy values for different locations of the cycle, as well as the performance characterising mass flows, power ratings, and cycle efficiencies, for instance. Outside design conditions, the distance of the operating point from the surge line on the compressor map is of interest and will be determined as well. From the computational point of view, the curves for the rotation term in these maps have to be extrapolated into the surge area, and the solution may be found here also. In practice however, the compressor flow has been choked and no static equilibrium state can be presented for the gas turbine. Although printing these values for analysis purposes, a negative surge margin will indicate their imaginary status. In the following off-design considerations, only actual state values have been presented.

The computational time for the models presented in this study was typically in the range of from 1 to 3 seconds when using a PC with a Pentium processor. Thus, for moderate dimensions the elapsed time is not a limiting factor unless real-time simulation is required. In theory, the amount of computation depends on the desired accuracy. For Newton-based methods however, this dependence has a minor role due to the efficient convergence near the root. Nevertheless, the accuracy must be consistent with the internal (machine) accuracy of the numbers, and with the accuracy rendered possible by the approximate derivatives, so that the algorithm will not start reiterating without converging any closer to the root.

Root finding in multidimensions corresponds to zeroing co-ordinate functions. Therefore, the mathematical accuracy of the (inevitably approximative) solution can be easily controlled with the use of the sum of squares of these functions as an error term, the zero value consequently indicating the exact solution. Of course, the correspondence of the results with the real-world performance values depends not only on the mathematical accuracy, but also on the validity of the model itself.

The computer codes for this study use FORTRAN 77 programming language, the interface of the programs being based on a DOS operating system. Although the prevailing Windows environment
of today with its graphic interface would certainly provide more convenience to the user, the character-based DOS system will meet very well the demonstrative needs of this thesis, and has therefore been chosen. Basic versions of the programs perform one design state calculation and another outside design conditions. Other versions comprise a set of design state computations, and a set of determinations for the performance values outside design conditions (in addition with computing the design state values for the off-design case). The output printing of the programs incorporates all the major parameters – the fixed values as well as the results – necessary for viewing the operation of the gas turbines, see Fig. 15 for an example. It must be noted that though the input and output of these programs has been tailored for a specific gas turbine configuration, the computing algorithm for solving the sets of equations is universal.

### GAS TURBINE PERFORMANCE
- SI-units -

#### DESIGN STATE for Twin shaft engine - gas generator and power turbine

<table>
<thead>
<tr>
<th>Ambient conditions</th>
<th>Tamb 288.15 K</th>
<th>pamb 101.3 kPa</th>
<th>humidity - %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO-turbine inlet temp</td>
<td>1452.3 K</td>
<td>Heat exchanger effectiveness .900</td>
<td></td>
</tr>
<tr>
<td>Fuel</td>
<td>Natural gas</td>
<td>qi 49.06 MJ/kg</td>
<td>Tfu 288.1 K</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cycle points (K,kPa,kJ/kg)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>4M</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>288.1</td>
<td>536.6</td>
<td>920.8</td>
<td>1500.0</td>
<td>1423.0</td>
<td>1216.3</td>
<td>963.5</td>
<td>634.3</td>
</tr>
<tr>
<td>p</td>
<td>100.3</td>
<td>702.0</td>
<td>688.0</td>
<td>667.3</td>
<td>667.3</td>
<td>311.1</td>
<td>104.4</td>
<td>102.3</td>
</tr>
<tr>
<td>h</td>
<td>15.0</td>
<td>268.8</td>
<td>683.6</td>
<td>1414.7</td>
<td>1312.9</td>
<td>1056.5</td>
<td>754.1</td>
<td>381.8</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Power (MW)</th>
<th>Pfu</th>
<th>Pc</th>
<th>Pt1</th>
<th>Pt2</th>
<th>Pth</th>
<th>Ploss1</th>
<th>Ploss2</th>
<th>Pmech</th>
<th>Pnet</th>
</tr>
</thead>
</table>

<table>
<thead>
<tr>
<th>Mass rate (kg/s)</th>
<th>qma</th>
<th>qmfu</th>
<th>qmcg</th>
<th>qmco/Tco</th>
<th>Cycle</th>
<th>eth</th>
<th>enet</th>
</tr>
</thead>
<tbody>
<tr>
<td>100.00</td>
<td>1.395</td>
<td>101.40</td>
<td>9.00/536.6 K</td>
<td>.4567</td>
<td>.4121</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component efficiency</th>
<th>epc</th>
<th>esc</th>
<th>ept1</th>
<th>est1</th>
<th>ept2</th>
<th>est2</th>
<th>emech</th>
<th>etr</th>
</tr>
</thead>
<tbody>
<tr>
<td>.8800</td>
<td>.8447</td>
<td>.8800</td>
<td>.8922</td>
<td>.8800</td>
<td>.8935</td>
<td>.9600</td>
<td>.9400</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pressure ratio and loss</th>
<th>Compr</th>
<th>Turb1</th>
<th>Turb2</th>
<th>k0</th>
<th>k2</th>
<th>k3</th>
<th>k6</th>
<th>k7</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.00</td>
<td>2.14</td>
<td>2.98</td>
<td>.010</td>
<td>.020</td>
<td>.030</td>
<td>.020</td>
<td>.010</td>
<td></td>
</tr>
</tbody>
</table>

| Error | .5E-15 |

---

#### OFF-DESIGN STATE

Compressor IGV set at - % Surge margin .215

<table>
<thead>
<tr>
<th>Ambient conditions</th>
<th>Tamb 278.15 K</th>
<th>pamb 98.0 kPa</th>
<th>humidity - %</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISO-turbine inlet temp</td>
<td>1356.8 K</td>
<td>Heat exchanger effectiveness .910</td>
<td></td>
</tr>
<tr>
<td>Rotation speed</td>
<td>1st shaft</td>
<td>.957</td>
<td>2nd shaft</td>
</tr>
<tr>
<td>Fuel Biogas</td>
<td>qi 20.24 MJ/kg</td>
<td>Tfu 293.1 K</td>
<td>L 6.97 y .243</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cycle points (K,kPa,kJ/kg)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>4M</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>T</td>
<td>278.1</td>
<td>511.7</td>
<td>871.2</td>
<td>1400.0</td>
<td>1329.5</td>
<td>1136.1</td>
<td>906.8</td>
<td>603.1</td>
</tr>
<tr>
<td>p</td>
<td>97.1</td>
<td>650.1</td>
<td>637.3</td>
<td>618.7</td>
<td>618.7</td>
<td>289.7</td>
<td>100.8</td>
<td>98.9</td>
</tr>
<tr>
<td>h</td>
<td>5.0</td>
<td>242.9</td>
<td>628.4</td>
<td>1285.2</td>
<td>1193.6</td>
<td>957.1</td>
<td>686.5</td>
<td>346.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Power (MW)</th>
<th>Pfu</th>
<th>Pc</th>
<th>Pt1</th>
<th>Pt2</th>
<th>Pth</th>
<th>Ploss1</th>
<th>Ploss2</th>
<th>Pmech</th>
<th>Pnet</th>
</tr>
</thead>
<tbody>
<tr>
<td>60.049</td>
<td>22.396</td>
<td>22.969</td>
<td>26.283</td>
<td>26.856</td>
<td>.573</td>
<td>.507</td>
<td>25.776</td>
<td>23.714</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Mass rate (kg/s)</th>
<th>qma</th>
<th>qmfu</th>
<th>qmcg</th>
<th>qmco/Tco</th>
<th>Cycle</th>
<th>eth</th>
<th>enet</th>
</tr>
</thead>
<tbody>
<tr>
<td>94.16</td>
<td>2.962</td>
<td>97.12</td>
<td>8.54/511.7 K</td>
<td>.4472</td>
<td>.3949</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Component efficiency</th>
<th>epc</th>
<th>esc</th>
<th>ept1</th>
<th>est1</th>
<th>ept2</th>
<th>est2</th>
<th>emech</th>
<th>etr</th>
</tr>
</thead>
<tbody>
<tr>
<td>.8796</td>
<td>.8449</td>
<td>.8796</td>
<td>.8888</td>
<td>.8749</td>
<td>.8885</td>
<td>.9598</td>
<td>.9200</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pressure ratio and loss</th>
<th>Compr</th>
<th>Turb1</th>
<th>Turb2</th>
<th>k0</th>
<th>k2</th>
<th>k3</th>
<th>k6</th>
<th>k7</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.70</td>
<td>2.14</td>
<td>2.97</td>
<td>.009</td>
<td>.020</td>
<td>.029</td>
<td>.019</td>
<td>.009</td>
<td></td>
</tr>
</tbody>
</table>

| Error | .3E-15 |

---

**Figure 15.** Example results for twin shaft gas turbines with a gas generator and a power turbine illustrating the output format.
6.2 Example cases

The further examination of solving non-linear sets of equations in this study focuses on three gas turbine configurations as described in Chapter 2.2 – single shaft gas turbines, twin shaft gas turbines comprising a gas generator and a power turbine, and twin shaft intercooled gas turbines with detached low and high pressure units. All the configurations may incorporate heat regeneration. Table 3 shows the composition and sequence of the subsystems for constructing the sets of equations for these cases. Abbreviations for the configurations conform with the main processes - Compression, Burning, Expansion, heat exchange and Intercooling.

Since the contingency of heat regeneration is taken into account in the models, the effectiveness of the heat exchanger and corresponding pressure losses must be set equal zero if neglecting this process.

Table 3. Composition and sequence of the subsystems for modelling gas turbine configurations with optional heat regeneration. a) Single shaft gas turbines (types CBE and CBEX) b) twin shaft gas turbines with a gas generator and a power turbine (CBEE and CBEEX) c) twin shaft intercooled gas turbines with low and high pressure units, generator on the high pressure shaft (CICBEE and CICBEEX).
The fixed values as applied to all the cases in this study are presented in Table 4. These values provide a basis for examining the influence of the selected turbine inlet temperature, pressure ratio and the degree of heat regeneration on the design power and efficiency rate for the gas turbine.
configurations. By setting these values too, the design state performance can be evaluated for the configurations, now providing a basis for off-design calculations.

Table 4. Parameters for examining the influence of turbine inlet temperature, pressure ratio and heat exchanger effectiveness on gas turbine design performance, and as the basis for this case study.

<table>
<thead>
<tr>
<th>Ambient conditions</th>
<th>Intercooling temperature level</th>
<th>Relative pressure losses for:</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 °C</td>
<td>101.3 kPa</td>
<td>0 %</td>
</tr>
<tr>
<td>Compressor intake mass flow</td>
<td>100 kg/s</td>
<td>Compressor polytropic efficiencies</td>
</tr>
<tr>
<td>Fuel specifications</td>
<td>Natural gas</td>
<td>15 °C</td>
</tr>
<tr>
<td>Turbine cooling rate</td>
<td>0.09</td>
<td>Mechanic efficiency and distribution</td>
</tr>
<tr>
<td>Cooling air temperature level</td>
<td>uncooled</td>
<td>Gearbox and generator efficiencies</td>
</tr>
<tr>
<td>Intercooler (air side)</td>
<td>0.02</td>
<td></td>
</tr>
</tbody>
</table>

Deviating from the table, some generalisations are worth noting. Each compressor and turbine unit could be configured with a specific efficiency, intermixing polytropic and isentropic efficiencies. Only the properties of the common fuels – fuel oil, natural gas and average bio gas have been pre-determined. Therefore, applying other than these fuels will require determining the specific composition, either in mass or volume fractions, however, still taking into account the limitations described in Chapter 5.3.1.

6.3 Parametric study

6.3.1 Pressure ratio and turbine inlet temperature effect on design operation

The turbine inlet temperature and pressure ratio has a crucial impact on the operation of gas turbines. Figure 16 shows the dependence of design thermal efficiency and specific power (thermal power divided by compressor mass rate) on pressure ratio with different values of actual turbine inlet temperature for single shaft gas turbines without a heat exchanger. The influence of heat regeneration for the same cycle with a turbine inlet temperature of 1500 K can be seen from Fig.
17. These figures along with the others presented in this section are based on results given by the implementation of the case models.

Considering the design operation of gas turbines, the mere division of the compression and expansion processes into smaller units does not affect the process cycle itself. Therefore, with no intercooling (or reheating) introduced, the number of shafts has little influence on the design performance values – primarily, small differences are due to non-uniform combustion and expansion processes. Both the turbines in this study have equal design efficiencies of the polytropic type, which is independent of the pressure ratio, thus Figs. 16 and 17 apply well for twin shaft gas turbines with a gas generator and a power turbine, too. This has been established by the computational results.

**Figure 16.** The influence of pressure ratio and actual turbine inlet temperature on design thermal efficiency and specific power for non-regenerating single shaft gas turbines with realistic operating values. The turbine inlet temperature varies in the range 1200 – 1700 K, with 100 degree increments. These curves also apply for twin shaft gas turbines with detached power turbines.
Figure 17. The influence of pressure ratio and heat regeneration on design thermal efficiency and specific power for single shaft gas turbines with a turbine inlet temperature of 1500 K. Heat exchanger effectiveness varies in the range 0.70 – 0.90, with 0.05 increments. These curves apply for twin shaft gas turbines with detached power turbines as well.

According to the figures shown above, without heat regeneration the optimum pressure ratio for thermal efficiency and the pressure ratio to yield maximum specific power both show an increasing tendency with increasing turbine inlet temperature, however they differ from each other. With a constant inlet temperature, increasing the degree of regeneration will decrease the optimum pressure ratio for efficiency, whereas the pressure ratio for maximum specific power remains constant, in this case at a value of approximately 16. Since the gain in efficiency due to regeneration is significant with substantially lower pressure ratios, optimising the efficiency of regenerative gas turbines unavoidably means compromising the specific power, thus increasing the size of the engines. However, for stationary service, engine size seldom has any major role. Therefore, in this study the design values for pressure ratio have been determined by the optimum efficiency alone. The optimum pressure ratio for respective non-regenerative configurations – especially having turbine inlet temperatures at an advanced level – would be considerably high, incorporating, in practice constructional limitations for selecting the pressure ratio. For the demonstrative scope of this study, and for assessing the influence of heat regeneration, all cases will nevertheless apply the pressure ratios optimised by the regenerative cycles. With a selected turbine inlet temperature of 1500 K and a heat exchanger effectiveness of 0.90, the corresponding value for pressure ratio was chosen to be 7, both for single shaft gas turbines and for twin shaft gas turbines with a gas generator and a power turbine.
Figures 18 and 19 show corresponding curves for the intercooled case with the design pressure ratio equally distributed between the compressor stages. Comparing the results of non-regenerative configurations (Figs. 16 and 18), the introduction of intercooling may be seen to provide little or no gain in efficiency, but a remarkable increase in power. Considering the regenerative cycles (Figs. 17 and 19), intercooling will increase the pressure ratio for optimum efficiency, thereby further improving efficiency and power. For twin shaft gas turbines with intercooling and with detached low and high pressure units, the optimum pressure ratio hence becomes approximately 12.

![Figure 18](image1.png)

**Figure 18.** The influence of pressure ratio and actual turbine inlet temperature on design thermal efficiency and specific power for non-regenerative twin shaft gas turbines with detached low and high pressure units. The turbine inlet temperature varies in the range 1200 – 1700 K, with 100 degree increments.

![Figure 19](image2.png)

**Figure 19.** The influence of pressure ratio and heat regeneration on design thermal efficiency and specific power for twin shaft gas turbines with detached low and high pressure units. The turbine
inlet temperature is 1500 K, and the heat exchanger effectiveness varies in the range 0.70 – 0.90, with 0.05 increments.
To summarise these constitutive design parameters for the off-design study, the turbine inlet temperature is selected to be 1500 K and the heat exchanger effectiveness for regenerating cycles to be 0.90. Design pressure ratios for the configurations correspond with the optimum efficiency values for the selected degree of regeneration: 7 for single shaft gas turbines (types CBE and CBEX) and for twin shaft engines with detached power turbines (CBEE and CBEEX), and 12 for twin shaft intercooled gas turbines (CICBEE and CICBEEX). The other values used are as in Table 4. The net efficiency and net power rate characterising the design performance of the configurations with these operating values have been presented in Table 5. As the figures show, connecting heat regeneration optimally to a gas turbine cycle will cause only a moderate decrease in power, but a substantial increase in efficiency.

Table 5. Net efficiency and net power rate characterising the design performance of the configurations, and for the reference values outside design conditions.

<table>
<thead>
<tr>
<th></th>
<th>CBE</th>
<th>CBEX</th>
<th>CBEE</th>
<th>CBEEX</th>
<th>CICBEE</th>
<th>CICBEEX</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta_{eo}$</td>
<td>0.272</td>
<td>0.411</td>
<td>0.273</td>
<td>0.412</td>
<td>0.316</td>
<td>0.437</td>
</tr>
<tr>
<td>$P_{eo}$ [MW]</td>
<td>30.0</td>
<td>28.1</td>
<td>30.2</td>
<td>28.2</td>
<td>36.7</td>
<td>34.7</td>
</tr>
</tbody>
</table>

6.3.2 Off-design phenomena

To outline the behaviour of the example cases outside design conditions, it is most convenient to examine the effect of the values from Table 2 being altered individually. Based on the results obtained from the model, Figures 20 to 23 present the influence of ambient pressure and temperature, turbine inlet temperature and the rotational speed of the load on the net efficiency and net power rate for the first two configurations. All the computations in this chapter apply the same compressor map as presented in Fig. 5, and the turbine efficiency map of Fig. 8. No variations in the compressor geometry are assumed.

Although the curves that are presented here will strictly apply for these example cases only, the trends in the figures may be considered somewhat characteristic of the specific configurations. In general, variations in the curves for different engines are mainly caused by varying operating values and differing compressor and turbine maps, especially if the nominal operating point is not congruent with the optimum efficiency, as has been the case in this study.
Figure 20. The influence of ambient pressure on net efficiency and net power for the example cases.

Figure 21. The influence of ambient temperature on net efficiency and net power for the example cases.

Figure 22. The influence of turbine inlet temperature on net efficiency and net power for the example cases.
Figure 23. The influence of rotational speed of the load on net efficiency and net power for the example cases.

As can be seen from the figures, the main differences between the cycles arise from the influence of turbine inlet temperature and rotational speed of the load. The expected ranges for the part-load, as well as for the speed of rotation, show considerable advantages for the twin-shaft configurations. Outside the design operation, heat regeneration only effects a variation in the efficiency, not in the power output.

In practice, the differing influence of the turbine inlet temperature for the regenerating cycles can be seen in the part-load efficiencies, as presented in Fig. 24. For constant speed operation, as is the case here, control of the power by the turbine inlet temperature has a much smaller effect on the part-load efficiency for the twin-shaft cycle. However, if the performance of the gas turbines is assumed to follow, for example, the well known propeller-law, as $P \sim N^3$, the part-load efficiency behaviour will change drastically: at 60% part-load, the efficiency of the single shaft configuration will increase from 80.5% to 98.8% of its design value. For the twin-shaft configuration, the corresponding efficiency rise is only from 91.5% to 92.7%.

Figure 25 presents the difference in the net torque (given by $P_e = M_e \omega$) between the configurations, as a result of the individual alteration of the rotational speed. Deviating from the single shaft configurations, the torque of the twin shaft configurations will increase with a decrease in the rotational speed, thus making it less sensitive to the load.
Many applications require that the load and the rotational speed can alter independently. As an example, Figure 26 presents the variation of the efficiency under these conditions for the twin-shaft configuration with regeneration. The power is controlled by the turbine inlet temperature. In this case too, the rotational speed for the optimum efficiency shows a decreasing tendency with decreasing power.

**Figure 24.** Net efficiency during part-load operation with constant speed; turbine inlet temperature as power control.

**Figure 25.** The influence of rotational speed on net torque for the example cases.

**Figure 26.** Constant efficiency curves for twin-shaft gas turbines with heat regeneration.

If the operating parameters for the gas turbines show only a minor deviation from their design values, the overall effect of the variations on the performance values can be approximated as a multiplication of the individual effects. As a consequence, the curves shown in Figs. 20 to 23 are frequently used for predicting the performance of actual gas turbine engines – for the correction of
the performance values to correspond with the ISO-conditions, for instance. In practice however, the effects of the varying parameters are influenced by each other, thus making this kind of evaluation only valid close to the design conditions. With this method for instance, with decrease of 5% on the values of the ambient conditions, the turbine inlet temperature and the rotational speed for the example case will inflict a relative error of 1.9% on the power rating of the regenerative twin-shaft gas turbines with power turbines. Doubling the decrease of the operating parameters will more than triplicate the error.

6.4 Validation studies

In the previous chapter, the effects of some modelling parameters on the performance of gas turbines was considered for the example cases (Figs. 16 to 23). This sensitivity analysis can be applied, for instance, to estimate the influence of erroneous measurement data. To examine the validity of the model, the effect of the perturbations on the model will be considered next. Hereby, the influence of the erroneous component characteristics on the performance values can be estimated. Comparative results from some actual gas turbines and this model will also be given. In this chapter, the study focuses on single shaft engines.

6.4.1 The influence of component characteristics

To explain the role of compressor and turbine characteristics on the performance of gas turbines, let us consider the determination of the operating point for a single shaft engine. The interaction of the compressor and the turbine dictates the gas turbine performance outside design conditions: the pressure ratio and mass flow for the turbine have to correspond with the compressor discharge. With minor simplifications (equal compressor and turbine mass flows, constant pressure losses), the ellipse law for the turbine mass flow can be presented analytically along with the compressor map from Fig. 5 for instance, the curve parameter for the turbine being the temperature ratio $T_4/T_1$. The intersection of the compressor and turbine curves will determine the operating point for the gas turbine, and the movement of the point can be examined with respect to changes in the modelling parameters. Taking into consideration the proximity of the operating points to the compressor surge line, the widest possible operating range can also be evaluated.
Based on results given by the model, Fig. 27 shows the corresponding range of possible operating conditions for the example case CBE. As can be seen from the figure, for a compressor which is interlinked with a turbine, the range is considerably reduced. Increasing turbine inlet temperature and, consequently, power takes the operating point closer to the surge line whereas an increase in ambient temperature normally affects to the contrary. The influence of the individual increase of the parameters $p_{amb}$, $T_{amb}$, $T_4$ and $N_{rel}$ is presented in Table 6.

**Figure 27.** The equilibrium operating diagram for the example case CBE showing the range of possible operating conditions for the compressor.

**Table 6.** The influence of the individual increase of the parameters $p_{amb}$, $T_{amb}$, $T_4$ and $N_{rel}$ on the terms in the compressor map.

<table>
<thead>
<tr>
<th></th>
<th>$\Delta \frac{t_1}{t_1}$</th>
<th>$\Delta \frac{N}{\sqrt{T_1}}$</th>
<th>$\Delta \pi_c$</th>
<th>$\Delta p_2$</th>
<th>$\Delta \frac{q_m \sqrt{T_1}}{p_1}$</th>
<th>$\Delta q_m$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{amb}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>+</td>
<td>0</td>
<td>+</td>
</tr>
<tr>
<td>$T_{amb}$</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>$T_4$</td>
<td>+</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$N_{rel}$</td>
<td>0</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

**Key:**

+ increasing  
- decreasing  
± decreasing in practice  
0 no effect
For the case of multi-shaft engines, the determination of the operating point is not so straightforward. For a gas turbine with a detached power turbine for instance, the location of the point is additionally affected by the division of the pressure ratios between the turbines, and by the speed of the gas generator unit. Both of these will be determined to satisfy the power balance for the gas generator and the ellipse law for the low pressure turbine.

To evaluate the magnitude of the influence of using incorrect component characteristics, compressor mass flow map, compressor and turbine efficiency maps, and turbine mass flow characteristics (the ellipse law) have all been considered separately. The erroneousness of modelling mass flows and efficiencies has been characterised by increasing the difference between the corresponding mass flow parameter \( q_m \sqrt{T/p} \), or efficiency, and its design value by 50%.

Table 8 shows the effect of these artificial sources of error for four changes in off-design conditions. The performance values using non-modified characteristics have been presented in Table 7.

**Table 7.** Performance values for the example cases CBE and CBEX as the basis for Table 8.

<table>
<thead>
<tr>
<th></th>
<th>( \Delta T_i = -300 \text{ K} )</th>
<th>( \Delta T_{amb} = -25 \text{ K} )</th>
<th>( \Delta p_{amb} = -10 \text{ kPa} )</th>
<th>( \Delta N_{rel} = -0.10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( P_e/P_{e0} ) [%]</td>
<td>( \eta_e/\eta_{e0} ) [%]</td>
<td>( P_e/P_{e0} ) [%]</td>
<td>( \eta_e/\eta_{e0} ) [%]</td>
</tr>
<tr>
<td>CBE</td>
<td>58.8</td>
<td>86.7</td>
<td>122.6</td>
<td>106.4</td>
</tr>
<tr>
<td>CBEX</td>
<td>59.2</td>
<td>79.9</td>
<td>122.9</td>
<td>104.3</td>
</tr>
</tbody>
</table>

1 For instance, decreasing the pressure ratio term at a constant speed by 0.2 from its design value in Fig. 5 will cause the mass flow parameter to increase by 0.02. For characterisation, this difference in the mass flow parameter will be increased by 50% to a value of 0.03.
Table 8. The effect of incorrect component characteristics for the example cases CBE and CBEX. In the model, the difference between the corresponding mass flow parameter \( q_m \sqrt{T/p} \) or efficiency and its design value has been increased by 50%.

<table>
<thead>
<tr>
<th>Incorrect ( \eta_{mc} )</th>
<th>CBE</th>
<th>CBEX</th>
<th>( \Delta T_s = -300 \text{ K} )</th>
<th>( \Delta T_{amb} = -25 \text{ K} )</th>
<th>( \Delta P_{amb} = -10 \text{ kPa} )</th>
<th>( \Delta N_{rot} = -0.10 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Delta \eta_{mc} / \eta_{mc} )</td>
<td>0.370</td>
<td>0.371</td>
<td>0.042</td>
<td>0.044</td>
<td>0.042</td>
<td>0.044</td>
</tr>
<tr>
<td>( \Delta \eta_{mc} / \eta_{mc} )</td>
<td>0.281</td>
<td>0.348</td>
<td>0.030</td>
<td>0.040</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

As the results indicate, incorrect compressor mass flow characteristics are especially prone to introducing considerable inaccuracy in the results if the ambient temperature or speed change. On the contrary, the characteristics of the turbine mass flow have little effect on the results.

The maps used here present changes outside design conditions that may be assumed to have an order of magnitude typical for a variety of gas turbines. Therefore, although the consideration given here is dependent on the component characteristics that have been used, the phenomena can be generalised, to a certain degree, for single shaft gas turbines. Nevertheless, it must be noted that if the maximum efficiency for the components is not attained at the design conditions, as has been the case here, the validity of these results deteriorates. Generally however, the components operate at the design conditions near the maximum efficiency.

6.4.2 Comparison of results

The results of the design calculations are compared to some actual single shaft gas turbines, as given by Larjola et al. [1987]. Table 9 shows values of the main parameters for determining the design performance of these engines, as well as the corresponding net power and efficiency. Due to the fundamental nature of the modelling equations, the accuracy of modelling design performance can, in general, be expected to be high, as will be verified by these results.
Table 9. Comparison of design performance values of some single shaft gas turbines, and the results gained with the model. Ambient conditions are 15 °C and 101.3 kPa, for fuel oil.

<table>
<thead>
<tr>
<th>Gas turbine</th>
<th>Larjola et al. [1987]</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$T_i$ [K] $\pi_c$ $q_{ma}$ [kg/s] $\varepsilon$ $P_e$ [MW] $\eta_e$ $P_e$ [MW] $\eta_e$</td>
<td></td>
</tr>
<tr>
<td>BBC GT9</td>
<td>1271 8.85 163.5 0 34.0 0.269 33.7 0.269</td>
<td></td>
</tr>
<tr>
<td>Kongsberg KG2-3R</td>
<td>1083 4.04 13.0 0.80 1.36 0.265 1.36 0.271</td>
<td></td>
</tr>
<tr>
<td>Sulzer R7</td>
<td>1198 7.1 66.0 0.76 10.4 0.304 10.5 0.304</td>
<td></td>
</tr>
</tbody>
</table>

To compare the results outside design conditions, Table 10.a shows relative changes in net power and efficiency as a consequence of ambient conditions and speed being individually altered for a modern industrial gas turbine, and the corresponding results using this model. In Table 10.b, the dependency of the net efficiency on the net power is given for the same case. Although no specific component maps were employed to take into account variable compressor geometry for instance, the results agree well with the performance of an actual engine.

Table 10. Performance values of an industrial gas turbine with compressor inlet guide vane control, and the corresponding results gained with this model. No specific component maps were used for the model.

a) The effect of ambient pressure, temperature and speed when alter individually

| p_{amb} | 101.3 kPa $\rightarrow$ 85 kPa | 0.840 | – | 0.832 | – |
| T_{amb} | 15 °C $\rightarrow$ 40 °C | 0.840 | 0.940 | 0.812 | 0.937 |
| N_{rel} | 1 $\rightarrow$ 0.96 | 0.958 | 0.989 | 0.932 | 0.985 |

b) Efficiency and power output

<table>
<thead>
<tr>
<th>$\eta_e/\eta_{e0}$</th>
<th>$P_e/P_{e0}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>80 %</td>
</tr>
<tr>
<td>Gas turbine</td>
<td>0.956</td>
</tr>
<tr>
<td>Model</td>
<td>0.949</td>
</tr>
</tbody>
</table>
7 CONCLUSIONS

This study considers the modelling of gas turbine design and off-design performance under steady state conditions, and computing the operating values with a novel approach – by solving the non-linear sets of equations formed by the models. It has specialised in the determination of the performance of industrial scale gas turbines, and the analysis of their behaviour under varying ambient conditions and under different loads. This innovative method has been successfully applied to gas turbine models to provide the performance values, thus replacing common matching techniques that depend on gas turbine configurations.

A gas turbine’s performance is dictated by the interaction of its components. Although universal applicability has been of primary interest for determining the operation of these components, constructional characteristics have an influence on the validity of the results outside design conditions. Special attention has been paid to some of these aspects as well. The models presented in this study are especially suitable for industrial scale gas turbines having compressors and turbines typically of the axial and multi-stage type and with a small degree of reaction. For the case of radial components, the accuracy may be expected to be reduced slightly.

In this study, the method used to solve a system of non-linear equations is a modification of Newton’s method. The step size is determined so as to decrease the sum of the squares of the functions at the left-hand side of the equation set. This modification converges towards the solution from a wider domain than the basic Newton method. However, no deterministic method can provide convergence from any starting point for a general case and, therefore, as a precondition for this method, a suitable starting point has to be supplied.

For the model in this study, the determination of the starting point for the design state calculation is based on simplifications in the model. For calculations outside design conditions, the result from the design calculus has been applied as the starting point. The same design model is underlying in the off-design model with additional information being supplied to determine the transition from design conditions to off-design. Therefore, the path between the conditions can be divided into sub-intervals and the solution proceeds by applying the result of the previous transition as the starting point for the next one, if necessary.
The suggested method for computing the performance characteristics of gas turbines has proven successful. On comparison with the commonly applied iterative procedures, better control of errors, increased flexibility of modelling, and simplification of the calculation routines has been achieved.

Solving the set of equations, or correspondingly, finding the root of the system, is based on zeroing coordinate functions that are directly derived from the modelling equations. Therefore, controlling the accuracy of the results is easy in the form of the sum of the squares of these functions.

For the selection of the modelling parameters, root finding methods give more freedom since, unlike matching procedures, exchanging these criteria does not itself affect the algorithms. One significant feature of this methodology is the increased freedom for the modelling equations – the implicit relationships between the variables make no difference, only the dependencies of these variables. Therefore, any representation for the component characterising maps, for instance, will be applicable for this model.

The method demonstrated here does not decrease the requirement for knowledge about the theoretical fundamentals underlying these processes, and neither should it since they are the very essence of the mathematical modelling. However, as less attention needs to be paid to the calculation sequences and routines, for instance, the complexity of applying these models is greatly reduced. These models may thus be considered to approach a kind of black box, converting a sufficient amount of input values into output results.

The mathematical models developed in this thesis will provide facilities to optimise the operation of any major gas turbine configuration with respect to the desired process parameters. The computational methods used in this study may also be adapted to any other modelling problems arising in industry.
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